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Preface
Wireless multimedia communication systems (WMCSs) have become one 
of the most important mediums for information exchange and the core com-
munication environment for business relations as well as for social interac-
tions. This is a rapidly evolving field with growing applications in science and 
engineering. Millions of people all over the world use WMCSs for a plethora 
of daily activities. As we move further into the information age, this rapid 
advancement will continue in all aspects of WMCSs technologies.

Wireless technologies affect research fields in several disciplines. At 
the same time, wireless research has also benefited from ideas developed 
in other fields. How to effectively utilize the interdisciplinary research 
ideas to develop more efficient wireless technologies opens a new thread of 
research and design. After many years of research activities related to the 
optimization of the physical layer of radio networks, the focus is shifting in 
part toward system and applications level engineering and optimization for 
an improved performance of wireless multimedia communications. New 
topics are introduced, most of them not only to incrementally improve 
current systems but also to provide superior capacity, spectral efficiency, 
and flexible operation to next generation wireless systems (NGWSs). This 
can be achieved by extending the system bandwidth and pushing up the 
transmission rate by coordinating radio resources across adjacent cells for 
reduced interference in dense reuse of cellular networks, and by introduc-
ing mesh networking components and smart antenna technology for spa-
tial multiplex–based transmission.

BOOK OBJECTIVES

The objective of this book is not only to familiarize the reader with 
advanced topics in WMCSs but also to provide underlying theory, concepts,  
and principles related to design, analysis, and implementation—presenting 
a number of specific schemes that have proven to be useful. In this way, 
coverage of a number of significant advances in their initial steps in this 
field is included, together with a survey of both the principles and prac-
tice. Current WMCSs and architectural concepts must evolve to cope with 
complex connectivity requirements. This is vital to the development of 
present-day wireless technologies as a natural step to all progression in 
general research about WMCSs. In this respect, the intent is to highlight 
the technological challenges, not just to provide information that will help 
to understand the processes.
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This book is aimed at graduate students. Advanced senior students 
in engineering should also be able to grasp this topic. Also, the book is 
intended for both an academic and professional audience. It can serve as 
a reference book to proceed further toward the algorithms and applica-
tions. The annotated references provide a quick survey of the topics for the 
enthusiasts who wish to pursue the subject matter in greater depth.

ORGANIZATION OF THE BOOK

In this book, we follow up our efforts to highlight the rapidly evolving 
technologies of WMCSs from the point of view of design, analysis, and 
implementation. With the widespread adoption of technologies such as het-
erogeneous networks, cognitive radio, wireless mesh and sensor networks, 
smart grid, embedded Internet, etc., WMCSs have become an essential 
component of various media.

In most cases, the book is limited to a reasonable size, but at the same time 
provides the reader with the power and practical utility of the WMCSs. A 
large number of figures (139), tables (38), examples (45), and more than 600 
references, together with acronyms and subject index, are also included.

The book is composed of 10 chapters. Chapter 1 addresses next gen-
eration wireless technologies. The first part summarizes the specifications 
for wireless networking standards that have emerged to support a broad 
range of applications. Because standards mediate between the technol-
ogy and the application, they provide an observation point from which 
to understand the current and future technological opportunities. The 
chapter continues with internetworking in heterogeneous wireless envi-
ronment. Heterogeneity is directly associated with the fact that no single 
radio access technology (RAT) is able to optimally cover all the wireless 
communications scenarios. After that, cooperative communications, such 
as multiple-input multiple-output (MIMO) technologies, are presented. 
Next, this chapter deals with cooperation techniques from a networking 
perspective. Finally, congestion control protocol is invoked. It has been 
emphasized that wireless distributed computing (WDC) exploits wireless 
connectivity to share processing-intensive tasks among multipath devices.

Chapter 2 surveys cognitive radio (CR) networks. Because CR technol-
ogy can significantly help spectrum utilization by exploiting some of the 
parts that are unused by licensed users, it is rapidly gaining popularity and 
inspiring numerous applications. In fact, CR is the driver technology that 
enables next generation wireless networks to use the spectrum in a dynamic 
manner. This chapter starts with a CR system concept. Next, dealing with 
CR-related applications is performed. Spectrum sensing is also included. 
After that, the importance of multihop CR networks is presented. Access 
control in distributed CR networks concludes the chapter.
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The purpose of Chapter 3, which relates to mobility management in 
heterogeneous wireless systems, is to survey recent research in future 
generation WMCSs. In a heterogeneous environment, mobility manage-
ment represents the basis for providing continuous network connectivity 
to mobile users roaming between access networks. Future generations in 
mobility management will enable different wireless networks to interop-
erate with each other to ensure seamless mobility and global portability 
of multimedia services. Mobility management affects the whole protocol 
stack, from the physical, data link, and network layers up to the transport 
and application layers. The rest of this chapter is organized as follows. 
First, primary and auxiliary mobility management services are briefly 
introduced. After that, current and perspective mobility management pro-
tocols are presented, whereas special attention is provided to mobile IP 
solutions.

Chapter 4 seeks to contribute to network selection in heterogeneous wire-
less environment. It starts with a synopsis of the corresponding handovers. 
In addition, the Media Independent Handover (IEEE 802.21), designed for 
vertical handover, is briefly described. After that, definition and system-
atization of the decision criteria for network selection is provided. Next, 
the influences of users’ preferences together with services’ requirements 
are envisaged. Finally, the existing studies on network selection using cost 
function, multiple attribute decision making, fuzzy logic, artificial neural 
networks, and others, are systematically discussed.

Chapter 5 focuses on wireless mesh networks (WMNs). The wireless 
mesh environment is envisaged to be one of the key components in the con-
verged networks of the future, providing flexible high-bandwidth backhaul 
over large geographical areas. With the advances in wireless technologies 
and the explosive growth of the Internet, designing efficient WMNs has 
become a major task for network operators. Joint design and optimization 
of independent problems such as routing and link scheduling have become 
one of the leading research trends in WMNs. From this point of view, a 
cross-layer approach is expected to bring significant benefits to achieve 
high system utilization. After the introduction of the WMN architecture 
and its fundamental characteristics, the rest of the chapter is related to 
routing protocols, as well as fair scheduling techniques in WMNs.

Chapter 6 concentrates on wireless multimedia sensor networks 
(WMSNs). The design of these networks depends significantly on the 
applications. In recent years, extensive research has opened challenging 
issues for the deployment of WMSNs. To highlight these issues, a survey 
on WMSNs including different types of nodes, architecture, and factors 
important for designing such networks are provided. The internal archi-
tectures of multimedia sensor devices are also included. Different perspec-
tive solutions for all layers of the communication protocol stack, together 
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with some cross-layer approaches, are presented. Next, the convergence of 
mobile and sensor systems is analyzed and a brief overview of WMNSs 
applications is provided. Finally, research issues concerning problems 
related to the WSN’s automated maintenance closes the chapter.

The increasing use in application areas requires the provision of prop-
erties at the network or application layer, such as privacy of communica-
tions, nonrepudiation of communication members’ actions, authentication 
of parties in application, and high availability of links and services among 
several others. Security technologies enable the provision of several of 
these properties at the required level. Chapter 7 starts with general secu-
rity issues including security attacks in wireless networks. Then, security 
requirements are presented. Next, the security aspects in emerging mobile 
networks are analyzed. Security of cognitive radio and wireless mesh net-
works is also outlined. Some security aspects concerning wireless multi-
media sensor networks conclude the chapter.

With the increasing interest from both the academic and industrial 
communities, Chapter 8 describes the developments in communication 
technology in the smart grid (SG). This is an electrical system that uses 
information, two-way secure communication technologies, and computa-
tional intelligence in an integrated fashion across the entire spectrum of 
the energy system from the generation to the end points of electricity con-
sumption. Huge amounts of data related to monitoring and control will be 
transmitted across SG wireless communication infrastructures, with inten-
sive interference and increasing competition over the limited and crowded 
radio spectrum for the existing wireless networking standards. The design 
of the communication network associated with the SG involves detailed 
analysis of requirements, including the selection of the most suitable tech-
nologies for each case study, and architecture for the resultant heteroge-
neous system. After a key requirement and establishing standards for the 
SG, this chapter deals with the main component of this system, together 
with the corresponding communication architecture. A brief description of 
the effective load control is presented. The significance of wireless mesh 
networking as well as heterogeneous network integration to coordinate the 
SG functions are also invoked. Next, the importance of smart microgrid 
network is emphasized. Finally, an outline of the SG demand response 
concludes the chapter followed by a discussion.

Chapter 9, which is devoted to the evolution of embedded Internet, 
invokes the novel paradigm named the Internet of Things (IoT). From a 
wireless communications perspective, the IoT paradigm is strongly related 
to the effective utilization of wireless sensor networking. Differences in 
traffic characteristics, along with the energy constraints and the specific 
features of the IoT communication environment will be the stimulus for 
research activities, modeling, and protocol design at both the network 
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and transport layers. Also, the term mobile crowdsensing, which refers 
to a broad range of community sensing paradigms, is coined. A semantic 
Web of things is presented as a service infrastructure. Then, machine-to-
machine technology is emphasized for the development of IoT communica-
tions platforms with high potential to enable a wide range of applications. 
Finally, the interconnection of nanotechnology devices with classic net-
works and the Internet defines a new paradigm, which is referred to as the 
Internet of nano-things.

Although future networks will require a multimedia transport solution 
that is more aware of a delivery network’s requirements, the future Internet 
(FI) is expected to be more agile, scalable, secure, and reliable. Rapidly 
emerging applications with different requirements and implications for 
the FI’s design pose a significant set of problems and challenges. The 
book ends with Chapter 10, which starts with the main principles for FI 
architecture. Then, delivery infrastructure for next-generation services is 
presented. Next, information-centric networking is invoked and analyzed 
through the most representative approaches. The concept of scalable video 
delivery is briefly presented as a key for efficient streaming in FI. Also, 
media search and retrieval in the FI are outlined. FI self-management sce-
narios conclude the chapter.

A major problem during the preparation of this book was the rapid pace 
of development both in software and hardware relating to the book’s topics. 
We have tried to keep pace by including the latest research. In this way, it is 
hoped that the book is timely and that it will appeal to a wide audience in 
the engineering, scientific, and technical community. Also, we believe that 
this book will provide readers with significant tools and resources when 
working in the field of wireless multimedia communications systems.

Special thanks go to reviewers who dedicated their precious time in 
providing numerous comments and suggestions. Their careful reading for 
improvement of the text, together with numerous comments with construc-
tive criticism and enthusiastic support, have been valuable.

In closing, we hope that this book should provide not only knowledge 
but also inspiration to researchers and developers of wireless multimedia 
communication systems including design and implementation. Of course, 
much work remains about achieving higher quality technologies at low 
cost.

K. R. Rao
Z. S. Bojkovic
B. M. Bakmaz
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1 Next Generation 
Wireless Technologies

Wireless technologies have penetrated every aspect of our lives and affects 
research fields in several disciplines. At the same time, wireless research 
has also benefited from research ideas developed in other fields. How to 
effectively utilize interdisciplinary research ideas to develop more efficient 
wireless technologies opens a new thread of research and design. After 
many years of research activity related to the optimization of the physical 
layer of radio networks, the focus is shifting in part toward system and 
applications level engineering and optimization for an improved perfor-
mance of wireless multimedia communications. New topics are introduced, 
most of them not only for incrementally improving current systems but 
also for providing superior capacity, spectral efficiency, and flexible opera-
tion to next generation wireless systems (NGWS). This can be achieved 
by extending the system bandwidth and pushing up the transmission rate 
by coordinating radio resources across adjacent cells for reduced interfer-
ence in dense reuse cellular networks, by introducing ad hoc networking 
components to cellular networks, and by introducing smart antenna tech-
nology for spatial multiplex-based transmission. Rapid progress in wire-
less communication technologies has created different types of systems 
that are envisioned to coordinate with one another to provide ubiquitous 
high data rate services for mobile users. On the other hand, mobile users 
are demanding anywhere-and-anytime access to high-speed real-time and 
non-real- time  multimedia services. These services have different require-
ments in terms of latency, bandwidth, and error rate. However, none of the 
existing wireless systems can simultaneously satisfy the needs of mobile 
users at a low cost. This necessitates a new direction in the design of NGWS.

1.1  INTRODUCTION

Nowadays, the most exciting advances in the access networks field con-
cerns wireless networking. Generally, they are identified as data packet 
switched networks that can be categorized according to the size of their 
coverage area. There are two approaches in designing NGWS. The first 
is to develop a new wireless system with radio interfaces and technolo-
gies that satisfy the requirements of future mobile users. This approach is 
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not practical because it is expensive and uses more time for development 
and deployment. The second one is a more feasible option, which inte-
grates the existing wireless systems so that users may receive their ser-
vices via the best available wireless network [1]. Following this approach, 
heterogeneous wireless systems, each optimized for some specific service 
demands and coverage area, will cooperate with one another to provide 
the best connection to mobile users. In the integrated overlay heteroge-
neous networks architecture, each user is always connected in the best 
available network(s) [2]. The integrated NGWS must have some charac-
teristics, such as support for the best network selection based on the user’s 
service needs, mechanisms to ensure high-quality security and privacy, 
and protocols to guarantee seamless intersystem mobility. Also, the archi-
tecture should be able to integrate any number of wireless systems of dif-
ferent service providers who may not have direct service level agreements 
(SLAs) among them.

In NGWS, users move between different networks. They want to 
maintain their ongoing communications while moving from one network 
to another. The heterogeneous networks may or may not belong to the 
same service provider. Thus, support for intersystem movement between 
networks of different service providers is required. The architecture of 
NGWS should have the following characteristics: economical, scalable, 
transparency to heterogeneous access technologies, secure, and seamless 
mobility support [3]. In an integrated wireless system, managing resources 
among multiple wireless networks in an economical and computationally 
practical way is crucial to preserving system robustness. When each net-
work manages its resources and reacts to congestion independently, it can 
lead to instability. Quality of service (QoS) provisioning in heterogeneous 
wireless networks introduces new mobility management problems such as 
timely service delivery and QoS negotiations.

Future networked media infrastructures will be based on different tech-
nologies, while at the same time have to support the entire range of content 
types, formats, and delivery modes. The goal is to design an integrated 
content services infrastructure comprising content delivery and content 
services within one framework. This infrastructure should provide seam-
less, content-aware, end-to-end (E2E) content delivery in a heterogeneous 
environment in a community context. A number of challenges are identi-
fied: dynamic adaptability and managing complexity of infrastructures, 
overlay challenges (e.g., coding, cashing, and organization), protection, 
multiple domain multicasting, distribution modes, peer-to-peer (P2P) dis-
tribution storage systems, bandwidth, symmetry, etc.

The higher data rate (up to 100 Mb/s) and strict QoS requirements of 
multimedia applications may not be fully supported over the current cel-
lular networks. Because the transmit power of a data link increases with 
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the data rate when a specific link quality is maintained, providing very 
high data rate services will require either the expenditure of high amounts 
of power or limiting the link to a short distance. Therefore, there is inter-
est in integrating next-generation cellular network structures for higher 
data rates and coverage as well as scalability in addition to the continuing 
research on advanced wireless communication technologies [4].

The practical success of service platform technology for next generation 
wireless multimedia relies largely on its flexibility in providing adaptive 
and cost-effective services [5]. The demand for high bandwidth is a key 
issue for these multimedia services (video broadcasting, video conferenc-
ing, combined voice–video applications, etc.), but is not sufficient. Among 
other major requirements that should also be considered, such as seamless 
mobility, security, and flexible changing, is a unified QoS support. Future 
service platforms are expected to integrate paradigms known from tradi-
tional telecommunications environments and the Internet [6].

The first part of this chapter summarizes the specifications for wire-
less networking standards that have emerged to support a broad range of 
applications: wireless personal area networks (WPANs), wireless local area 
networks (WLANs), wireless metropolitan area networks (WMANs), wire-
less wide area networks (WWANs), and wireless regional area networks 
(WRANs). The standards have been mainly developed under the auspices 
of the Institute of Electrical and Electronics Engineers (IEEE) and Third 
Generation Partnership Project (3GPP) bodies. Technology underlies all 
developments in communication networks. However, wide-scale networks 
deployment is not based directly on technology but on standards that 
embody technology, along with the economic realities. Because standards 
mediate between the technology and the application, they provide an obser-
vation point from which to understand current and future technological 
opportunities.

This chapter continues with interworking in heterogeneous wireless 
environments. Interworking mechanisms are of prime importance to 
achieve access and seamless mobility in heterogeneous wireless networks. 
Heterogeneity is an important characteristic in traditional and future wire-
less communication scenarios. It refers to the coexistence of multiple and 
diverse wireless networks with their corresponding radio access technolo-
gies (RATs). Heterogeneity is directly associated with the fact that no single 
RAT is able to optimally cover all the wireless communications scenarios. 
Despite RAT heterogeneity, the service model under NGWS is intended 
to facilitate the deployment of applications and services independent of 
the RAT. Hence, it is expected that mobile users could enjoy seamless 
mobility and service access in an always best connected mode, employing 
the most efficient combination of available RANs anytime and anywhere. 
From this point of view, an appropriate interworking of different wireless 
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access systems is crucial to meet the mobile user’s expectations, while 
making the coexistence of diverse RATs possible.

After that, cooperative communications, such as multiple-input, 
multiple- output (MIMO) technologies, which have been taken into consid-
eration for future wireless systems development, are presented. There are 
many challenges making them practical to use because viable collabora-
tions among communication entities have to be addressed more effectively 
to gather the needed information [7]. Various MIMO technologies have 
been introduced to improve the performance of NGWS [8]. For example, in 
single-cell environments, closed-loop MIMO schemes increase the system 
capacity as well as cell coverage. In mobile systems, in which interference 
coming from other cells is usually a dominant factor, several multiple base 
stations cooperation schemes have been introduced to mitigate the intercell 
interference. Closed-loop MIMO techniques can enhance throughput for 
both average and cell edge users by exploiting channel state information 
feedback from the receiver [9]. Cell edge area users are still vulnerable to 
intercell interference from adjacent cells. Thus, handling the interference 
property is one of the main issues in cellular systems design.

Next, we deal with cooperation techniques from a networking perspec-
tive. The diffusion of mobile network devices has significantly increased 
the need for reliable and high-performance wireless communications. Two 
main aspects characterize the physical layer of wireless networks. On one 
hand, the use of wireless terminals is desirable for mobility and ease of 
deployment. On the other hand, the radio channel is known to be strongly 
influenced by multipath fading and interference problems. To improve this 
situation and to achieve reliability at the upper layers when relaying on a 
wireless physical layer, many researchers have proposed the adoption of 
cooperative paradigms [10,11]. This means that one or more intermediate 
nodes intervene in the communication between transmitter and a receiver 
so that either the communication is rerouted over a buffer path, or the 
original line is kept in use but its quality is strengthened thanks to diversity 
provided by these cooperators.

In the final part of this chapter, wireless loss-tolerant congestion control 
protocol will be invoked. In response to the broadband isolation of the 
medium access control (MAC) layer and the wide use of Internet proto-
cols (IP), the role of transmission control protocols (TCP) in controlling 
the transmission rate over IP networks has been expanded. Although TCP 
is the standard control protocol in the Internet, its shortcomings in the 
heterogeneous wireless environment are widely known [12]. Most exist-
ing congestion control protocols can be classified into two categories: 
additive-increase multiplicative-decrease (AIMD) and feedback control 
system (FCS) [13]. Recent advances in radio technology provide great 
flexibility and enhanced capability in existing wireless services. One of 
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these capabilities that can provide significant advantages over traditional 
approaches is the collaborative computing concept. With collaborative 
radio nodes, multiple independent nodes operate together to form a wire-
less distributed computing (WDC) network with significantly increased 
performance operating efficiency and ability over a single node [14]. WDC 
exploits wireless connectivity to share processing-intensive tasks among 
multipath devices. The goals are to reduce per node and network resource 
requirements and enable complex applications not otherwise possible.

1.2  WIRELESS NETWORKING 
STANDARDIZATION PROCESS

Standardization on a global basis is of fundamental importance and even 
more so for wireless networks because of the need for worldwide interoper-
ability. Wireless networks are most frequently divided, based on coverage 
area, into four specific groups (WPAN, WLAN, WMAN, and WWAN). 
In addition to these well-known wireless network environments, recently 
WRAN standards have become more and more actual. A review of wire-
less technologies together with corresponding network environment, stan-
dards, frequency band, peak data rates as well as coverage is presented in 
Table 1.1.

In what follows, special attention is given to emerging and perspective 
standards for NGWS, whereas older but actual standards are analyzed by 
Rao et al. [5].

1.2.1  Wireless Personal area netWorks

With the rapid evolution of wireless technologies, ubiquitous and always-
on wireless systems in homes and enterprises are expected to soon emerge. 
Facilitating these ubiquitous wireless systems is one of the ultimate goals 
of fourth-generation (4G) wireless technologies being discussed worldwide 
today [15]. WPANs are an emerging technology for future short-range 
indoor and outdoor multimedia and data centric applications. They enable 
ad hoc connectivity among portable consumer electronics and commu-
nications devices. The coverage area for a WPAN is generally within a 
10 m radius. The term ad hoc connectivity refers to both the ability for 
a device to assume either master or slave functionality, and the ease in 
which devices may join or leave an existing network [16]. The IEEE 802.15 
standards suite aims at providing wireless connectivity solutions for such 
networks without having any significant effect on their form factor, weight, 
power, requirements, cost, ease of use, or other traits [17].

The first step in introducing WPAN to the worldwide market is the 
standardization of Bluetooth technology’s physical and MAC layer over 
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IEEE 802.15.1 [18]. Two types of WPAN standards have been developed 
for advanced short-range wireless communications: IEEE 802.15.3 for 
high-rate WPAN (HR-WPAN) [19] and IEEE 802.15.4 for low-rate WPAN 
(LR-WPAN) [20]. The first one defines the protocols and their primitives 
for supporting high-rate multimedia applications with better QoS. On 
the other hand, LR-WPAN standards also define the protocols and their 
primitives for supporting low data rate communication over a short-range 

TABLE 1.1
Actual and Emerging Wireless Technologies Basic Characteristics

Network 
Environment Standard

Frequency 
Bands

Peak Data 
Rates Coverage

WPAN IEEE 802.15.1 
Bluetooth

2.4 GHz 3 Mb/s 10 m

IEEE 802.15.3a 
(disbanded) UWB

3.1–10.6 GHz 480 Mb/s

IEEE 802.15.3c 
mmWave

60 GHz 5.78 Gb/s

IEEE 802.15.4 
ZigBee

2.4 GHz 
(915/868 MHz)

250 kb/s 20 m

WLAN IEEE 802.11n 
Wi-Fi

2.4/5 GHz 600 Mb/s 200 m

IEEE 802.11ac 
Gigabit Wi-Fi

5 GHz 6.95 Gb/s 100 m

IEEE 802.11ad 
Gigabit Wi-Fi

60 GHz 6.8 Gb/s 10 m

WMAN IEEE 802.16 10–66 GHz 120 Mb/s 50 km
IEEE 802.16e 

Mobile WiMAX
2.3/2.5–2.7/3.5 

GHz
63 Mb/s 10 km

IEEE 802.16m 
Advanced WiMAX

<6 GHz 100 Mb/s 
(mobile) 

1 Gb/s (fixed)

100 km

WWAN GSM (2G) 450–1900 MHz 19.2 kb/s 35 km
GPRS (2.5G) 171.2 kb/s

EDGE (2.75G) 384 kb/s
UMTS (3G) 700–2600 MHz 2 Mb/s 20 km
HSPA (3.5G) 14 Mb/s

HSPA+ (3.75G) 42.2 Mb/s
LTE 300 Mb/s

IEEE 802.20 
MobileFi

<3.5 GHz 16 Mb/s 15 km

WRAN IEEE 802.22 
MBWA

54–862 MHz 31 Mb/s 100 km
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transmission channel. In general, WPAN environment is featured with 
low-cost and very low power consumption nodes, ease of installation, 
simple protocol structure, and reliable transfer. Table 1.2 shows a general 
comparison of the main characteristics of HR-WPANs and LR-WPANs.

An HR-WPAN topology consists of several nodes that implement a full 
set or a subset of the standard. The HR-WPAN is also known as piconet. 
The formation of a piconet requires one node to assume the role of a piconet 
coordinator (PNC), which provides synchronization for the piconet nodes 
to the periodically transmitted PNC beacon frames, support QoS, and 
manage nodal power control and channel access control mechanisms. The 
piconet topology is created in an ad hoc manner, which requires no pre-
planning, so nodes can join and leave the network unconditionally. There 
are three types of piconet topologies which are defined in the standard [21]:

• Independent piconet—standalone topology that consists of a single 
network coordinator and one or more network nodes. The network 
coordinator manages the network operation through the periodi-
cally transmitted beacon frames in which other network nodes use 
to synchronize to be able to communicate with the network coor-
dinator as well as performing P2P communication.

• Parent piconet—topology that controls the functionality of one or 
more other piconets. In addition to managing communication of 
its nodes, the PNC of the parent piconet controls the operation of 
one or more dependent network coordinators.

• Dependent piconet—classified according to the purpose of their 
creation into “child” piconet and “neighbor” piconet. A child 
piconet is created by a node from a parent piconet to extend net-
work coverage or to provide computational and memory resources 
to the parent piconet. The resources allocation such as channel 
time allocation for network nodes in such a piconet is controlled 
by the parent network coordinator node.

TABLE 1.2
HR-WPAN and LR-WPAN Main Characteristics

HR-WPAN LR-WPAN

Data rate 11–55 Mb/s 20–250 kb/s
Transmission range 10–100 m
Battery life Moderate Long
Topology Mesh Star and mesh
Traffic type Multimedia Data centric
Frequency band Unlicensed (2.4 GHz) Unlicensed (2.4 GHz, 

868/915 MHz)
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The IEEE 802.15.4 Task Group (TG) has defined star and P2P network 
topologies to suit different application requirements. These network topol-
ogies consist of different devices which are classified by the standard into 
full function device (FFD) and reduced function device (RFD). The FFD 
implements all features of the IEEE 802.15.4 standard and can serve as 
a regular device or as a network controller known as PAN coordinator. 
Also, the FFD can serve as a relaying node in a LR-WPAN mesh network 
topology or as an end node performing only specific functions. On the 
other hand, RFD implements the minimum required functionalities by the 
standard and can only function as an end node such as home automation 
sensor, which communicates its sensed information only to the PAN coor-
dinator of the corresponding network. The main characteristics and the 
related applications of each network topology are summarized by Ali and 
Mouftah [21]:

• The star network topology is composed of a PAN coordinator and 
a number of FFD or RFD nodes. When a beacon-enabled MAC 
frame structure is used, network devices synchronize their com-
munication with the PAN coordinator through the periodic trans-
mission of the coordinator’s beacon frames and they use slotted 
carrier sense multiple access with collision avoidance (CSMA/
CA) for accessing the transmission channels. Also, the PAN coor-
dinator allocates, upon nodal request, collision-free time slots for 
supporting mission-critical services. However, when a nonbeacon-
enabled frame structure is used, there is no beacon frame trans-
mission by the coordinator and the unslotted CSMA/CA is used 
instead for accessing the transmission channel. The PAN coordi-
nator may have a specific application, but also can be the initiation 
or termination communication point as well as routing communi-
cation in the network. A variety of applications can benefit from 
the star network topology, such as health care, personal computer 
peripherals, building automation, logistics, etc.

• A P2P LR-WPAN topology is an ad hoc, self-organizing, and 
self-healing network topology. It is also formed around a PAN 
coordinator but differs from the star network topology in which 
any device may have a P2P communication with any other device 
in the network through a single hop or multiple hops. Complex 
network topologies can be created that facilitate the formation of 
mesh networking topology. Only nonbeacon-enabled MAC frames 
with unslotted CSMA/CA mechanisms are used in this topology. 
The targeted applications for P2P network topology are wireless 
sensor networks, industrial control, monitoring, etc.
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As presented in Table 1.3, the development of short-range next gen-
eration wireless networks is focused on three high-perspective technolo-
gies [15]: ultra-wideband (UWB), 60 GHz millimeter-wave radio, and 
ZigBee.

UWB has its origin in the spark-gap transmission design in the late 
1890s. In fact, the first wireless communication system was based on this 
technology. UWB refers to bandwidths in excess of 2 GHz, whose utili-
zation by radar systems dates back to the late 1960s. Recent advances in 
semiconductor technology have made UWB technology ready for com-
mercial applications [22]. The renewed and rapidly growing interest for 
UWB was triggered by the first report and order on UWB issued by the 
Federal Communications Commission (FCC) [23], and is well motivated 
by attractive features. UWB brings to commercial communications: low-
power carrier-free transmissions, ample multipath diversity, enhanced pen-
etration capability, low-complexity transceivers, ability to overlay existing 
systems, and a potential for increase in capacity. The allowed commercial-
ized UWB devices in the United Sates provided momentum to worldwide 
regulation and standardization.

TABLE 1.3
Basic Characteristics of Perspective WPAN Technologies

System UWB 60 GHz WPAN ZigBee

IEEE standard 802.15.3a 802.15.3c 802.15.4
Frequency band 3.1–10.6 GHz 57–64 GHz (US)

59–66 GHz (Japan)
57–66 GHz (Europe)

2.4–2.4835 GHz
901–928 MHz

868–868.6 MHz
Channel bandwidth ≥500 MHz 2.16 GHz 2 MHz

0.6 MHz
0.3 MHz

Number of channels 2/14 4 16/10/1
Maximum data rate 100 Mb/s (10 m)

200 Mb/s (4 m)
480 Mb/s (optional)

2 Gb/s (at least)
≥3 Gb/s (optional)

250 kb/s
40 kb/s
20 kb/s

Modulation DS-UWB
MB-OFDM

QPSK
16-QAM

BPSK
OQPSK

Channel access Hybrid multiple 
access 

(random and 
guaranteed access)

CSMA/CA 
(optional) 

Guaranteed time 
slot
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According to the requirements of the FCC, the fractional bandwidth and 
the transmission bandwidth of UWB signals should be greater than 0.2 and 
500 MHz, respectively. There are two competing modulation techniques:

• Direct spectrum UWB (DS-UWB), based on the transmission of 
very short pulses with relatively low energy, and

• Multiband orthogonal frequency division multiplexing (MB-OFDM) 
scheme, which divides the frequency spectrum to multiple nonover-
lapping bands with OFDM transmission.

These two technologies are compared from different aspects such as chan-
nel, interference, performance, and complexity points of view by Nikookar 
and Prasad [24]. The further standardization of UWB–air interface is dis-
banded from IEEE 802.15.3a TG in 2006.

The 60 GHz millimeter-wave radio can provide medium-range and 
short-range wireless communications with a variety of advantages. Huge 
and readily available spectrum allocation, dense deployment or high- 
frequency reuse, and small form factor can pave the way to multigigabit 
wireless networks [25]. A dedicated unlicensed frequency spectrum for 
this purpose was insufficient until the FCC declared that the 57 to 64 GHz 
band can be used. Japan, in turn, allocated the 59 to 66 GHz band. With the 
latest adoption of the European Telecommunications Standards Institute’s 
(ETSI) 57 to 66 GHz band, there is now a common continuous 5 GHz band 
available around 60 GHz in most of the major markets. Another important 
breakthrough was the introduction of relatively cheap and power-efficient 
complementary metal oxide semiconductor (CMOS) processing for semi-
conductor production. As a result, the price and power requirements for 
consumer 60 GHz devices were met. For successful commercialization, 
the final need for developers was a standard that would support almost all 
usage models.

Within the IEEE, interest in developing a mmWave physical layer began 
in July 2003, with the formation of an interest group under the 802.15 
Working Group (WG). In March 2004, a Study Group for mmWave PHY 
was formed, with the goal of developing a new PHY layer to transmit 
1 Gb/s or higher data rates. It was decided to reuse an existing medium 
MAC layer (IEEE 802.15.3b), with the necessary modifications and exten-
sions. After the approval of the project authorization request, a TG was 
created. The TG first focused on creating usage models, a 60 GHz indoor 
channel model, and evaluation criteria. After 2 years, three PHY modes 
and multiple MAC improvements were selected to support different usage 
models. In September 2009, after various ballots and resulting improve-
ments, the IEEE 802.15.3c standard was approved [26].
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During the beginning of the standardization process, the 802.15.3c TG 
conducted a detailed analysis of the possible consumer applications in the 
60 GHz band, and five usage models were accepted [27]:

 1. Uncompressed video streaming: The particularly large bandwidth 
available in the 60 GHz band enables sending HDTV signals, thus 
eliminating the need for video cables from HD video players to 
display devices. The 802.15.3c assumed 1920 × 1080 resolution 
and 24 b/pixel for video signals. Assuming a rate of 60 frames/s, 
the required data rate is found to be more than 3.5 Gb/s.

 2. Uncompressed multivideo streaming: In some applications, mul-
tiple video signals can be supplied by a single transmitter (e.g., a 
TV and a DVD recorder receive signal from a single set-top box). 
The 802.15.3c system should be able to provide video signals for at 
least two 0.62 Gb/s streams. This data rate corresponds to a video 
signal with 720 × 480 pixels/frame.

 3. Office desktop: It is assumed that a personal computer com-
municates with external peripherals (printers, display and stor-
age devices, etc.), unidirectionally or bidirectionally. The model 
mainly assumes data communications, where retransmissions are 
possible.

 4. Conference ad hoc: This model considers a scenario in which 
many computers are communicating with one another using the 
802.15.3 network. Most communications are bidirectional, asyn-
chronous, and packet-based. The conference ad hoc usage model 
requires longer ranges than the office desktop model for improved 
QoS.

 5. Kiosk file downloading: In the last model, the TG assumed elec-
tronic kiosks that enable wireless data uploads and downloads 
with their fixed antennas. Users will operate handheld devices, 
such as cell phones and cameras with low-complexity, low-power 
transceivers. This model requires 1.5 Gb/s data rate at 1 m range.

Due to conflicting requirements of different usage models, three different 
PHY modes have been developed: single carrier mode, high-speed interface 
mode, and audio/visual mode (Table 1.4). Channel model, PHY layer design, 
and MAC enhancements were analyzed in detail by Baykas et al. [28].

Although wireless control and sensor networking are at the other end of 
high-speed networks with QoS support, these low-power consumption and 
low-data rate WPANs are driven by applications in the building automa-
tion, medical, and logistics fields. This low-throughput and low-cost wire-
less technology, named ZigBee, has adopted the IEEE 802.15.4 standard. 
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The ZigBee specification, defined by ZigBee Alliance [29], provides upper 
layer stacks and application profiles that are compatible with the IEEE 
802.15.4 PHY and MAC layers [20]. The main ZigBee characteristics are 
presented in Table 1.3, whereas elaboration of complete protocol stack is 
provided by Baronti et al. [30].

1.2.2  Wireless local area netWorks

WLANs have become an ubiquitous networking technology. The IEEE 
802.11 WLAN is being deployed widely and rapidly for many different 
environments including enterprise, home, and public access networking. 
Low infrastructure cost, ease of deployment, and support for nomadic 
communication are among the strengths of WLANs.

In a broadcast network such as a WLAN, the MAC sublayer is respon-
sible for arbitrating multiple stations accessing a shared transmission 
medium [31]. The IEEE 802.11 PHY layer specification concentrates on 
radio transmission and performs secondary functions such as accessing 
the state of the wireless medium and repeating it back to the MAC sub-
layer. The legacy standard includes a primitive MAC architecture and 
three basic over-the-air communication technologies with maximum raw 
data rates of a few Mb/s megabits per second. Because of their fairly low 
data bandwidth, further amendments have been proposed for many years: 
IEEE 802.11a [32], IEEE 802.11b [33], and IEEE 802.11g [34]. Both IEEE 
802.11a and IEEE 802.11b were finalized in 1999 and support data rates 
of up to 54 Mb/s and 11 Mb/s, respectively. In June 2003, the third PHY 
specification IEEE 802.11g was introduced with the same maximum data 
rate as IEEE 802.11a, but operating in separate frequency bands. For this 

TABLE 1.4
Comparison of mmWave PHY Modes

PHY Mode Single Carrier
High-Speed 

Interface Audio/Visual

Maximum data rates 5.28 Gb/s 5.78 Gb/s 3.8 Gb/s
Modulation scheme Single carrier OFDM OFDM
Forward error control 
coding options

Reed Solomon 
code, low-density 
parity check codes

Low-density 
parity check 

codes

Reed Solomon code, 
convolutional coding

Block size/fast Fourier 
transform size

512

Main usage File downloading Conference ad 
hoc

Multimedia 
streaming
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period, there were many amendments and research work done for improved 
PHY  specifications that mostly aimed to provide reliable connections and 
higher data rates.

Furthermore, the IEEE 802.11 WG is pursuing IEEE 802.11n [35] as 
an amendment for higher throughput and higher speed enhancements. 
Different from the goal of IEEE 802.11b/a/g, that is, to provide higher speed 
data rates with different PHY specifications, IEEE 802.11n aims at higher 
throughput instead of higher data rates with PHY and MAC enhancements. 
This standard seeks to improve the peak throughput to at least 100 Mb/s, 
measured at the MAC data service access point (SAP). This represents an 
improvement of at least four times the throughput obtainable using exist-
ing WLAN systems. The highest throughput mode shall achieve a spectral 
efficiency of at least 3 b/s/Hz. Primary steps undertaken by IEEE 802.11n 
TG include

• Identification and definition of usage models, channel models, and 
related MAC and application assumptions, and

• Identification and definition of evaluation metrics that characterize 
the important aspects of a particular usage model.

Initial usage models include hotspot, enterprise, and residential. 
Evaluation metrics include throughput, range, aggregate network capacity, 
power consumption (peak and average), spectral flexibility, cost/complex-
ity flexibility, backward compatibility, and coexistence [36].

Two basic concepts are employed in IEEE 802.11n to increase the PHY 
data rates: MIMO and 40 MHz bandwidth channels. Increasing from a 
single spatial stream and one transmit antenna, to four spatial streams and 
four antennas, increases the data rate by a factor of four. The term “spatial 
stream” is defined by the IEEE 802.11n standard [35] as one of several 
bitstreams that are transmitted over multiple spatial dimensions created 
by the use of multiple antennas at both ends of a communications link. 
However, due to the inherent increased cost associated with increasing the 
number of antennas, modes that use three and four spatial streams are 
optional, and to allow for handheld devices, the two spatial stream mode is 
only mandatory in a SAP. As shown in Figure 1.1, the 40 MHz bandwidth 
channel operation is optional in the standard regarding interoperability 
between 20 and 40 MHz bandwidth devices, the permissibility of the use 
of 40 MHz bandwidth channels in the various regulatory domains, and 
spectral efficiency. However, the 40 MHz bandwidth channel mode has 
become a core feature due to the low cost of doubling the data rate com-
pared with doubling the bandwidth.

Other minor modifications were also made to the 802.11a/g waveform 
to increase the data rate. The highest encoder rate in previous WLAN 
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standards was 3/4. This was increased to 5/6 in IEEE 802.11n for an 11% 
increase in data rate. With the improvement in radiofrequency technol-
ogy, it was demonstrated that two extra frequency subcarriers could be 
squeezed into the guard band on each side of the spectral waveform and 
still meet the transmit spectral mask. This increased the data rate by 8% 
compared with IEEE 802.11a/g. The waveform from old standards and 
from mandatory operations in IEEE 802.11n contains an 800 ns guard 
interval between each OFDM symbol. An optional mode was defined with 
a 400 ns guard interval between each OFDM symbol to increase the data 
rates by another 11% [37].

Another functional requirement for new WLAN technology was 
interoperability between IEEE 802.11 a/g and n standards. The TG decided 
to meet this requirement in the PHY layer by defining a waveform that 
was backward-compatible with IEEE 802.11a and OFDM modes of IEEE 
802.11g. The preamble of the 802.11n mixed format waveform begins with 
the preamble of the 802.11a/g waveform. This allows 802.11a/g devices 
to detect the 802.11n mixed format packet and decode the signal field. 
Even though the 802.11a/g devices are not able to decode the remainder of 
the 802.11n packet, they are able to properly defer their own transmission 
based on the length specified in the signal field.

MIMO training and backward compatibility increases the overhead, 
which reduces the efficiency. In an environment free from legacy devices 
(greenfield) backward compatibility is not required; therefore, IEEE 
802.11n includes an optional greenfield format. By eliminating the compo-
nents of the preamble that supports backward compatibility, the greenfield 

Mandatory Optional

�roughput
enhancement

Interoperability
with legacy

Robustness
enhancement

1, 2 spatial streams 3, 4 spatial streams

40 MHz

Short guard interval

Greenfield format

Tx beamforming

Space-time block code

Low-density party-check
 code

20 MHz, rate 5/6,
56 subcarriers

Mixed format

Basic MIMO/
spatial diversity

Convolution code

FIGURE 1.1 Mandatory and optional IEEE 802.11n PHY features.
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format preamble is shorter than the mixed format preamble. This difference 
in efficiency becomes more pronounced when the packet length is short, 
as in the case of voice over Internet protocol (VoIP) traffic. Therefore, the 
use of the greenfield format is permitted even in the presence of legacy 
devices with proper MAC protection, although the overhead of the MAC 
protection may reduce the efficiency gained from the PHY [37]. The com-
prehensive overview that describes the underlying principles, implementa-
tion details, and key enhancing features of IEEE 802.11n can be found in 
the study by Perahia and Stacey [38].

To overcome the limitations of single hop communication, data packets 
need to traverse over multiple wireless hops, and wireless mesh networks 
(WMNs) are called for. WMNs, as low-cost and reliable systems for rapid 
network deployment, have attracted considerable attention from academia 
and industry. The IEEE 802.11s [39] standard defines a WLAN mesh using 
the IEEE 802.11 MAC and PHY layers, and is one of the most active stan-
dards with increasing commercial opportunities.

IEEE 802.11s defines an IEEE 802.11–based WMN that supports 
broadcast and unicast delivery over a self-configured multihop link-layer 
topology. Figure 1.2 shows an IEEE 802.11s–based mesh network, which 
typically contains three types of nodes: the mesh point (MP), mesh access 
point (MAP), and mesh portal point (MPP). The MP is the basic mesh 
unit that provides topology construction, routing, and traffic forwarding. 
This type of node can also be designed as a terminal device for end users 

MPP MPP

MP

External network

MP

MP

MP

MP

MP

MAPs

STA STA

Wired link
IEEE 802.11s mesh link
Non-mesh IEEE 802.11 link

FIGURE 1.2 IEEE 802.11s mesh network.
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to directly connect with peer MPs and access the mesh. Non-mesh IEEE 
802.11 stations (STAs) must first associate with a MAP, which is an MP 
capable of IEEE 802.11 access point (AP) functions, before accessing a 
mesh. An MPP is an MP with the additional functionality of acting as a 
gateway between the mesh cloud and external networks.

The IEEE 802.11s standard specifies the boot sequence procedure for an 
MP joining a mesh network based on the procedure for an STA associating 
with an AP in a conventional non-mesh WLAN. MP performs an active or 
passive scan to obtain a list of existing MPs in each channel. After that, the 
MP uses the mesh peer link management protocol to associate with an MP 
matching its own preferences. A mesh peer link is univocally identified by 
the MAC addresses of both participants and a pair of link identifiers, gen-
erated by each of the MPs to minimize reuse in short time intervals [40].

IEEE 802.11s introduces the unified channel graph (UCG), which pres-
ents one mesh sharing the same preferences in the same channel to handle 
several meshes spanning different channels. When forming a new mesh, 
the initial MP randomly decides a channel precedence value and embeds 
that value in the management frames. After the channel scan, other MPs 
select the channel with the highest precedence as their operating channels. 
This procedure forms a UCG called the simple channel unification pro-
tocol. To resolve multiple UCGs in different channels due to spatial divi-
sion and the needs of channel switching, IEEE 802.11s proposes a channel 
graph switch protocol. In this protocol, an MP sets a waiting timer and 
broadcasts a mesh channel switch announcement [41].

Also, IEEE 802.11s introduces a mesh header subfield in the beginning 
of the frame body to address multihop transmissions. When conveying 
packets whose source and destination are both inside the mesh, the subfield 
indicates that the four-address format in the frame header is used. The 
frame header includes the MP addresses of the next-hop receiver, transmit-
ter, destination, and source, and is processed by MPs as it would be in a 
wireless distribution system (WDS).

Although current IEEE 802.11n devices have reached data rates of up to 
600 Mb/s, the IEEE started working on an amendment to achieve aggre-
gate throughputs beyond 1 Gb/s in the 5 GHz band. This is the first time 
that an IEEE 802.11 amendment is targeting to improve the overall net-
work throughput rather than only improving the throughput of a single 
link. In the IEEE 802.11ac draft standard [42], throughput is increased by 
the following mechanisms:

• Multiuser MIMO (up to eight spatial streams divided across up to 
four different clients)

• Larger channel bandwidths of 80 MHz (two adjacent 40 MHz 
channels with some extra subcarriers) and 160 MHz (two separate 
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80 MHz channels without any tone filling in the middle of these 
two subchannels)

• 256-quadrature amplitude modulation (QAM)

Although IEEE 802.11ac will be largely an evolution standard, it 
is based on IEEE 802.11n in some parts such as in channel coding and 
MIMO mode. The cumulative benefit of IEEE 802.11ac features will 
enable Wi-Fi solutions to meet today’s demand for high-capacity and high-
quality mobile real-time applications like video and voice.

On the other hand, the IEEE 802.11ad standard [43] defines modifications 
to both the PHY layer and the MAC layer, to enable operation in frequen-
cies of approximately 60 GHz and to be capable of very high throughput. 
As already mentioned, the wide harmonized spectrum in the unlicensed 
millimeter- wave band is considered as the most prominent candidate to sup-
port the evolution toward multi-Gb/s data rates. IEEE 802.11ad enhances 
the PHY layer by using the modulation coding scheme, which combines the 
benefits of both OFDM and single-carrier techniques. Also, some enhance-
ments are proposed for the MAC layer with the aim of achieving very high 
throughput delivery and to support directionality of antenna layer (e.g., 
bidirectional aggregation frame with aggregated acknowledgement, direc-
tional associations, and beamforming). It is significant to note that IEEE 
802.11ad may provide enhanced coexistence among homogeneous (legacy 
802.11 and 802.11ad) systems, as well as between heterogeneous systems 
(e.g., IEEE 802.15.3c) that is working at the 60 GHz band.

The data rates offered by IEEE 802.11ac and IEEE 802.11ad can meet 
the needs of many applications, with the replacement of wired digital 
interface cables arguably being the most prominent new use of these tech-
nologies. Several companies have already announced products implement-
ing these standards, with a few of those products already available, or will 
soon be available to consumers [44].

1.2.3  Wireless MetroPolitan area netWorks

Despite the challenges faced when transmitting data through varying wire-
less channels, broadband WMAN systems are becoming a reality, partly 
thanks to the increasingly sophisticated designs that are being employed. 
Although not as widely deployed as WLANs, WMANs are expected to 
be deployed with increasing numbers in the next few years. Companies 
developing products for WMAN networks have formed a forum named 
Worldwide Interoperability for Microwave Access (WiMAX). Similar to 
the Wireless Fidelity (Wi-Fi) Alliance related to WLANs, the WiMAX 
forum aims at overcoming interoperability problems between WMAN 
devices from different companies.
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First published in 2001, the IEEE 802.16 standard [45], as a solution for 
broadband wireless access (BWA), specified a frequency range of 10  to 
66 GHz, with a theoretical maximum data rate of 120 Mb/s and maxi-
mum transmission range of 50 km. The standard specifies the air inter-
face, including the MAC and PHY layers, of BWA. The key development 
in the PHY layer includes OFDM, in which multiple access is achieved 
by assigning a subset of subcarriers to each individual user. This resem-
bles code-division multiple access (CDMA) spread spectrum in that it can 
provide different QoS for each user. Users achieve different data rates by 
assigning different code spreading factors or different numbers of spread-
ing codes. In an OFDM system, the data is divided into multiple parallel 
substreams at a reduced data rate, and each is modulated and transmitted 
on a separate orthogonal subcarrier. This increases symbol duration and 
improves system robustness. OFDM is achieved by providing multiplexing 
on users’ data streams on both uplink and downlink transmissions [46].

However, the initial standard only supports line-of-sight (LoS) trans-
mission and thus does not seem to favor deployment in urban areas. A 
variant of the standard, IEEE 802.16a-2003, approved in 2003, can sup-
port non-LoS transmission and adopts OFDM at the PHY layer. It also 
adds support for the 2 to 11 GHz band. From the initial variants, the IEEE 
802.16 standard has undergone several amendments and evolved to the 
IEEE 802.16-2004 standard (also known as IEEE 802.16d). Lack of mobil-
ity support seems to be one of the major hindrances to its deployment com-
pared with other standards, such as IEEE 802.11, because mobility support 
is widely considered as one of the key features in wireless networks. It 
was natural that the IEEE 802.16e, legacy standard for Mobile WiMAX 
released in 2007, has added mobility support. Mobile WiMAX adds sig-
nificant enhancements [46]:

• It improves non-LoS coverage by utilizing advanced antenna 
diversity schemes and hybrid automatic repeat request (HARQ)

• It adopts dense subchannelization, thus increasing system gain 
and improving indoor penetration. It uses adaptive antenna system 
and MIMO technologies to improve coverage

• It introduces a downlink subchannelization scheme, enabling bet-
ter coverage and capacity trade-off.

This brings potential benefits in terms of coverage, power consumption, 
self-installation, frequency reuse, and bandwidth efficiency.

QoS provisioning is one of the most important issues given the inherent 
QoS specification in the WiMAX MAC layer definition. It is anticipated 
that IEEE 802.16 is fully capable of supporting multimedia transmis-
sions with differentiated QoS requirements through the use of scheduling 
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mechanisms. With the rising popularity of multimedia applications in the 
Internet, IEEE 802.16 provides the capability to offer new services such as 
VoIP, multimedia streaming and conferencing, real-time surveillance, and 
others. Due to its long-range and high-data rates transmission, WiMAX 
has also been considered in areas where it can serve as the backbone net-
work with long separation among the infrastructure nodes. Another prom-
ising area is replacing cellular technology using VoIP over WiMAX if 
QoS requirements can be satisfied [47].

Advanced WiMAX, also known as next generation mobile WiMAX, 
which will provide up to 1 Gb/s peak throughput with the IEEE 802.16m 
[48] update in 2011, is one of the technologies for the International Mobile 
Telecommunications (IMT)–Advanced Program [49] for the fourth gen-
eration (4G) mobile systems. IEEE 802.16m defines the WMAN advanced 
air interface as an amendment to the ratified IEEE 802.16-2009 specifica-
tion with the purpose of enhancing performance such that IMT-Advanced 
requirements are fulfilled. A new amendment provides enhancements 
including higher throughput, mobility, and user capacity, as well as lower 
latency while maintaining full backward compatibility with the exist-
ing mobile WiMAX systems (IEEE 802.16e). A detailed overview of the 
prominent features and structure of the IEEE 802.16m PHY layer and 
simulation results of spectral efficiency performance are provided by Cho 
et al. [50], whereas most important features and system requirements of 
mobile WiMAX are given in Table 1.5.

The PHY layer structure refers to the design of multiplexing user and 
system data with control signaling to ensure proper use of radio resources. 
A frame structure first partitions the time domain resources into frames 
within which the time–frequency–space resources are further organized 
according to a more refined resource structure. OFDM access and MIMO, 
as two keystones of 4G PHY layer technologies, allow the minimal 
resource unit to be one subcarrier for a duration of one OFDM symbol 
in each spatial layer. PHY layer design specifies how to group, map, and 
allocate time–frequency–space resources as either reference signals or to 
form various physical channels.

In contrast with contention-based WLAN networks, where each station 
needs to compete for access to the medium, the IEEE 802.16 standard is 
related to the connection-oriented wireless networks. A basic understand-
ing of connection-oriented and WiMAX network architectures is assumed 
in MAC, which is divided into three sublayers: convergence sublayer, radio 
resource control and management sublayer, and MAC sublayer. The gen-
eral architecture of the IEEE 802.16m MAC layer is shown in Figure 1.3. 
The purpose of the sublayers is to encapsulate wireline technologies on 
the air interface, and to introduce the state-of-the-art connection-oriented 
features [51].
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The explosive increase in demand for wireless data traffic has created 
opportunities for new network architectures incorporating multitier base 
stations (BSs) with diverse sizes. Support for small-sized low-power BSs 
such as femtocell BSs is gaining momentum in mobile systems. Because of 
their potential advantages such as low cost deployments, traffic offloading 
from macrocells, and the capability to deliver services to mobile stations 
which require large amounts of data, femtocells are presenting perspective 
concept for NGWS, such as advanced WiMAX [52,53].

In advanced WiMAX, a femtocell BS or WiMAX femtocell access 
point (WFAP), is a low-power BS intended to provide in-house or small 
office/home office (SOHO) coverage. With traditional macrocells or micro-
cells, indoor coverage is challenging and expensive for deployment due to 
the high penetration losses of most buildings. WFAPs are usually self-
deployed by end-users inside their premises, and connected to the radio 
access network via available wired broadband connections.

TABLE 1.5
Most Important Features and System Requirements of Mobile 
WiMAX Standards

Requirement IEEE 802.16e IEEE 802.16m

Data rates 63 Mb/s 100 Mb/s (mobile)
1 Gb/s (fixed)

Frequency band 2.3 GHz
2.5–2.7 GHz

3.5 GHz

<6 GHz

MIMO support Up to four streams
No limit on antennas

Four or eight streams
No limit on antennas

Coverage 10 km <100 km
Handover interfrequency 
interruption time

35–50 ms 30 ms

Handover intrafrequency 
interruption time

Not specified 100 ms

Handover between 802.16 
standards

From 802.16e serving BS 
to 802.16e target BS

Overall

Handover with other 
technologies

Not specified IEEE 802.11, 3GPP2, 
GSM/EDGE, LTE using 

IEEE 802.21
Mobility speed 120 km/h 350 km/h
IDLE to ACTIVE state 
transition

390 ms 50 ms
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Figure 1.4 represents the general WiMAX network architecture with 
additional support for femtocells. Here, the control/management planes’ 
interfaces are presented as solid lines, whereas dashed lines are used for 
data plane interfaces. A WiMAX operator may act as a network service 
provider (NSP) and a network access provider (NAP). NAP implements 
the infrastructure using one or more access service nodes (ASNs). An ASN 
is composed of one or more gateways and one or more BSs to provide 
mobile Internet services to subscribers. The ASN gateway serves as the 
portal to an ASN by aggregating BS control plane and data plane traffic 
to be transferred to a connectivity service network (CSN). An ASN may 
be shared by more than one CSN. A CSN may be deployed as part of a 
WiMAX NSP. A CSN may comprise the authentication, authorization, and 
accounting (AAA) server and the home agent (HA) to provide a set of net-
work functions (e.g., roaming, mobility, and user’s profiles).

Femto NAP, femto NSP, as well as self-organizing network functional-
ities are included in the general WiMAX architecture for femtocell support 
[53]. A femto NAP implements the infrastructure using one or more femto 
ASNs to provide short-range radio access services. A femto ASN is mainly 
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differentiated from a macro ASN in that the WFAP backhaul is transported 
over the public Internet. Therefore, a security gateway (GW) is needed 
for WFAP authentication. When a WFAP is booted, it first communicates 
with the bootstrap server to download the initial configuration information, 
including the address of the security GW. The WFAP and security GW 
authenticate each other, and create an Internet protocol security (IPSec) 
tunnel. The security GW then communicates with the AAA server in the 
femto NSP to verify whether the WFAP is authorized. The femto GW acts 
as the portal to a femto ASN that transfers both control and bearer data 
between MS and CSN, and control data between WFAP and femto NSP.

The femto NSP manages and controls entities in the femto ASN. The 
management server implements management plane protocols and proce-
dures to provide operation, administration, maintenance, and provisioning 
functions to entities in the femto ASN. WFAP management includes fault, 
configuration, performance, and security management.

For proper integration into the operator’s RAN, the WFAP enters the 
initialization state before becoming operational. In this state, it performs 
procedures such as attachment to the operators’ network, configuration 
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of radio interface parameters, time/frequency synchronization, and net-
work topology acquisition. In the operational state, normal and low duty 
operational modes are supported. In low duty mode, the WFAP reduces 
radio interface activity to reduce energy consumption and interference to 
neighboring cells.

1.2.4  Wireless Wide area netWorks

The success of second generation (2G) mobile systems (e.g., global system 
for mobile communications; GSM), along with the IP support provided by 
2.5G technologies, such as the general packet radio service (GPRS), paved 
the way toward evolved WWANs. In this sense, technologies like enhanced 
data rates for GSM evolution (EDGE) provided higher data rates using 
inherited 2G network infrastructure and frequency spectrum. Confirming 
the rule that every 10 years, a new advanced generation is developing, in 
parallel with third generation (3G) systems implementation, the fourth 
generation (4G) systems development started, too. Some technology solu-
tions seek to be their representatives while there exist some expectations 
in concepts concerning the fifth generation (5G) [54,55]. Nowadays, 5G is 
not a term officially used for any particular specification, or in any official 
document yet made public by telecommunication companies or standard-
ization bodies such as 3GPP, IEEE, etc.

With the target of creating a collaboration entity among different tele-
communications associations, the 3GPP was established in 1998. It started 
working on the radio, core network, and service architecture of a glob-
ally applicable 3G technology specification. Even though 3G data rates 
were already real in theory, initial systems like universal mobile telecom-
munications system (UMTS) did not immediately meet the IMT-2000 
requirements in their practical deployments. Hence, the standards needed 
to be improved to meet or even exceed them. The combination of high-
speed downlink packet access (HSDPA) and the subsequent addition of 
an enhanced dedicated channel, also known as high-speed uplink packet 
access (HSUPA), led to the development of the technology referred to as 
high-speed packet access (HSPA) or, more informally, 3.5G [56].

Motivated by the increasing demand for network services, such as web 
browsing, IP telephony, and video streaming, with constraints on QoS 
requirements, 3GPP [57] started working on long-term evolution (LTE). 
LTE allows cellular operators to use new and wider spectrum and com-
plements 3G networks with higher user data rates, lower latency, and flat 
IP-based network architecture. The very first commercial LTE networks 
were deployed on a limited scale in Scandinavia at the end of 2009, and 
currently, large-scale deployments are taking place in several regions, 
including North America, Europe, and Asia [58]. According to the latest 
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Global mobile Suppliers Association (GSA) Evolution to LTE Report, 338 
operators in 101 countries have committed to commercial LTE network 
deployments or are engaged in trials, technology testing, or studies [59].

3GPP Release 8 is the first LTE release, which was finalized in 2008. 
Release 8 provides downlink and uplink peak rates up to 300 and 75 Mb/s, 
respectively, a one-way radio network delay of less than 5 ms, and a sig-
nificant increase in spectrum efficiency. LTE provides extensive support for 
spectrum flexibility, supports both frequency-division duplex (FDD) and 
time-division duplex (TDD), and targets a smooth evolution from earlier 
3GPP technologies such as time-division synchronous code-division multiple 
access (TD-SCDMA) and wideband CDMA (WCDMA)/HSPA as well as 
3GPP2 technologies such as cdma2000. LTE technology is based on conven-
tional OFDM waveform for downlink and single-carrier frequency-division 
multiplexing (SC-FDM) waveform for uplink communications mainly to 
improve the user experience for broadband data communications. SC-FDM 
is a modified form of OFDM, in which time-domain data symbols are trans-
formed to frequency-domain by a discrete Fourier transform (DFT) before 
going through the standard OFDM modulation. The use of OFDM on the 
downlink combined with SC-FDM on the uplink thus minimizes terminal 
complexity on the receiver side as well as on the transmitter side, leading to 
an overall reduction in terminal complexity and power consumption.

The transmitted signal is organized into subframes of 1 ms duration 
with 10 subframes forming a LTE radio frame (Figure 1.5). Each downlink 
subframe consists of a control region of one to three OFDM symbols, used 
for control signaling from the BS to the terminals, and a data region com-
prising the remaining part and used for data transmission to the terminals. 
The transmissions in each subframe are dynamically scheduled by the BS. 
Cell-specific reference signals are also transmitted in each downlink sub-
frame. These reference signals are used for data demodulation at the ter-
minal, and for measurement purposes (e.g., for channel status reports sent 
from the terminals to the BS) [60].

Guard periods are created by splitting one or two subframes (special 
subframes), in each radio frame into three fields [61]:

• Downlink part—ordinary, albeit shorter, downlink subframe used 
for downlink data transmission

• Uplink part—one or two OFDM symbols duration, used for trans-
mission of uplink sounding-reference signals and random access, and

• Guard period—the remaining symbols in the special subframe, 
which have not been allocated to downlink or uplink part

Support for multiantenna transmission is an integral part of LTE from 
the first release. Downlink multiantenna schemes supported by LTE include 
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transmit diversity, spatial multiplexing (including both single-user MIMO 
as well as multiuser MIMO), with up to four antennas, and beamforming.

Anticipating the invitation from the International Telecommunication 
Union (ITU), by March 2008, 3GPP had already initiated a study item on 
LTE-Advanced, with the task of defining requirements and investigating 
potential technology components for the LTE evolution. This study item, 
completed in March 2010 and forming the basis for the Release 10 work, 
aimed beyond IMT-Advanced. In 2010, 3GPP submitted LTE Release 10 
to the ITU and, based on this submission, ITU approved LTE as one of 
two IMT-Advanced technologies. As it can be seen from Table 1.6, LTE-
Advanced will not only fulfill the IMT-Advanced requirements but in 
many cases even surpass them.

3GPP Release 10, also known as LTE-Advanced, is not a new radio 
access technology but is the evolution of LTE for further improved per-
formance. Release 10 includes all the features of Release 8/9 and adds 
several new features, such as carrier aggregation, enhanced multiantenna 
support, improved support for heterogeneous deployments, and relaying 
[60]. Evolving LTE rather than designing a new radio access technology is 
important from an operator’s perspective as it allows for the smooth intro-
duction of new technologies without jeopardizing existing investments. 
A Release 10 terminal is back-compatible with networks from earlier 
releases, and a Release 8/9 terminal can connect to a network supporting 
the new enhancements. Hence, an operator can deploy a Release 8 net-
work, and later, when the need arises, upgrade to Release 10 functionality 
where needed. In fact, most of the Release 10 features can be implemented 
into the network as simple software upgrades.

The LTE system is based on a flat architecture, known as the service archi-
tecture evolution (SAE), with guarantees for seamless mobility support and 

TABLE 1.6
ITU Requirements and LTE Fulfillment

IMT-Advanced LTE Release 8 LTE Release 10

Peak data rate 1 Gb/s 300 Mb/s 1 Gb/s
Transmission bandwidth >40 MHz <20 MHz <100 MHz

Peak Spectral Efficiency
Uplink
Downlink

15 b/s/Hz
6.75 b/s/Hz

16 b/s/Hz
4 b/s/Hz

30 b/s/Hz
16.1 b/s/Hz

Latency
Control plane
User plane

<100 ms
<10 ms

50 ms
4.9 ms

50 ms
4.9 ms
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high-speed delivery for data and signaling. As presented in Figure 1.6, SAE 
consists of an all-IP–based core network, known as the evolved packet core 
(EPC) and the evolved-universal terrestrial radio access network (E-UTRAN).

The main part in the E-UTRAN segment is the enhanced Node B (eNB), 
which provides an air interface with the user plane and control plane pro-
tocol terminations toward the user equipment (UE). Each of the eNBs is 
a logical component that serves one or several E-UTRAN cells, and the 
interface interconnecting the eNBs over X2 interface. Additionally, home 
eNBs (HeNBs, also called femtocells), which are eNBs of lower cost for 
indoor coverage improvement, can be connected to the EPC directly or via 
a gateway that provides additional support for a large number of HeNBs. 
The main components of the EPC are

• Mobility management entity (MME) is in charge of managing 
security functions, handling idle state mobility, roaming, and 
hand overs. Also, selecting the serving gateway (S-GW) and packet 
data network gateway (PDN-GW) nodes is part of its tasks. The 
S1-MME interface connects the EPC with the eNBs.

• S-GW is the edge node of EPC, and it is connected to the 
E-UTRAN via the S1-U interface. Each UE is associated to a 
unique S-GW, while hosting several functions. It is the mobility 
anchor point for both local inter-eNB handover and inter-3GPP 

EPC
PDN-GW

S-GW

MME

S1-MME

X2

S1-U S1

eNB eNB HeNB

E-UTRAN

UE

HeNB-GW

FIGURE 1.6 LTE network architecture.
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mobility, and it performs interoperator charging as well as packet 
routing and forwarding.

• PDN-GW provides interconnectivity among LTE UEs and exter-
nal all-IP–based networks.

In LTE-Advanced systems, the transmission bandwidth can be further 
extended up to 100 MHz, with the potential of achieving more than 1 Gb/s 
throughput for downlink and 500 Mb/s for uplink, through the support of 
a so-called carrier aggregation concept [62]. According to this solution, 
multiple component carriers are aggregated and jointly used for transmis-
sion to/from a single mobile terminal, as illustrated in Figure 1.7. In addi-
tion, it can be used to effectively support different component carrier types 
that may be deployed in heterogeneous environments. Carrier aggregation 
is attractive because it allows operators to deploy a system with extended 
bandwidth by aggregating several smaller component carriers while pro-
viding backward compatibility to legacy users.

Up to five component carriers, possibly each of different bandwidth, can 
be aggregated, whereas backward compatibility is provided, as each com-
ponent carrier uses the Release 8 structure. Hence, to a Release 8/9 termi-
nal, each component carrier will appear as a Release 8 carrier, whereas 
a carrier aggregation–capable terminal can exploit the total’s aggregated 
bandwidth enabling higher data rates. In general, different numbers of 
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component carriers can be aggregated for the downlink and uplink. Three 
different cases can be identified with respect to the frequency location of 
the different component carriers:

• Intraband aggregation with noncontiguous carriers, e.g., #1 and #2 
(#4 and #5)

• Intraband aggregation with contiguous carriers, e.g., aggregation 
of component carriers #2 and #3, and

• Interband aggregation, e.g., aggregation of component carriers #1 
and #4

The possibility of aggregating nonadjacent component carriers enables 
the exploitation of fragmented spectrums. Operators with a fragmented 
spectrum can provide high–data rate services based on the availability of 
wide overall bandwidth even though they do not possess a single wideband 
spectrum allocation. Although the exploitation of fragmented spectrum 
and expansion of the total bandwidth beyond 20 MHz are two important 
uses of carrier aggregation, there are also scenarios in which carrier aggre-
gation within 20 MHz of the contiguous spectrum is useful, for example, 
in heterogeneous environment [60].

It can be seen that scheduling HARQ retransmissions are handled inde-
pendently for each component carrier. As a baseline, control signaling is 
transmitted on the same component carrier as the corresponding data. As a 
complement, it is possible to use so-called cross-carrier scheduling, where 
the scheduling decision is transmitted to the terminal on another com-
ponent carrier. To reduce the power consumption, a carrier aggregation– 
capable terminal receives on one component carrier only, the primary 
component carrier. Reception of additional secondary component carriers 
can be rapidly turned on/off in the terminal by the BS through MAC sig-
naling, which is in close relation with the radio link control and HARQ. 
Similarly, in the uplink, all the feedback signaling is transmitted on the 
primary component carrier, and secondary component carriers are only 
enabled when necessary for data transmission.

The IEEE 802.20 mobile broadband wireless access (MBWA) standard 
is the new high-mobility standard developed by the 802.20 WG [63] to 
enable high-speed, reliable, and cost-effective mobile wireless connectiv-
ity. Although this standard, considering the cell size, could be perhaps rep-
resented in a WMAN environment, it undoubtedly belongs to the WWAN 
group of standards, taking into account his application and technical fea-
tures. This standard, also known as MobileFi, is optimized to provide 
IP-based BWA in a mobile environment and it can operate in a wide range 
of deployments, thereby affording network operators with superior flex-
ibility in optimizing their networks. It is targeted for use in a wide variety 
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of licensed frequency bands and regulatory environments. General char-
acteristics of IEEE 802.20 are presented in Table 1.7, whereas detailed 
overviews of the draft and final standard specifications can be found in 
articles by Bolton et al. [64], Bakmaz et al. [65], and Greenspan et al. [66].

IEEE 802.20 specifies two modes of operation, a wideband mode and 
a 625k-MC mode, utilizing distinct and optimized MAC and PHY layers 
[66]. TDD is supported by both the 625k-MC mode and the OFDM wide-
band mode, whereas FDD is supported by the OFDM wideband mode. 
Both modes are designed to support a full range of QoS attributes, making 
this technology suitable to support real-time streaming service that has 
low delay and jitter requirements, as well as near-real-time data services, 
where low error rate can be traded off for delay. According to the proposed 
characteristics, the IEEE 802.20 standard is suitable to meet user require-
ments for mobile access and is competitive to similar technologies (e.g., 3G 
and Mobile WiMAX), but currently, corresponding WG is in hibernation 
status due to lack of activity.

1.2.5  Wireless regional area netWorks

In 2004, the FCC indicated that the unutilized TV channels in both very 
high frequency (VHF) and ultrahigh frequency (UHF) bands can be used 
for fixed broadband access [67]. From then, there has been overwhelming 
interest from the research community to develop a standard for WRAN 
systems operating on TV white spaces. IEEE 802.22 [68] is the first inter-
national standard based on cognitive technology, which aims at provid-
ing broadband access in a large coverage area by effectively utilizing the 
unused TV channels.

TABLE 1.7
General Characteristics of IEEE 802.20
Frequency bands <3.5 GHz
Bandwidth 1.25 MHz 5 MHz
Spectral efficiency >1 b/s/Hz/cell
Frequency arrangements FDD and TDD
Peak aggregate data rate (downlink) >4 Mb/s >16 Mb/s
Peak aggregate data rate (uplink) >0.8 Mb/s >3.2 Mb/s
Peak user data rate (downlink) >1 Mb/s >4 Mb/s
Peak user data rate (uplink) >0.3 Mb/s >1.2 Mb/s
Number of active users per sector/cell >100
Mobility Full mobility up to 250 km/h
Intersector/cell handover time <200 ms
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WRAN cells consists of a BS and the associated customer premise 
equipment (CPE), which communicates with the BS via a fixed point-to-
multipoint radio air interface as shown in Figure 1.8. Apart from coexist-
ing with digital TV services, WRAN cells also must be aware of FCC Part 
74 devices (e.g., wireless microphones) and other licensed devices in the 
TV bands. It is envisioned that frequency availability for data transmission 
of a WRAN cell is determined by referring to an up-to-date incumbent 
database, augmented by distributed spectrum sensing, performed continu-
ously both by the BS and the CPE [69].

The IEEE 802.22 standard will provide wireless broadband access to a 
rural area of typically 30 km or more (up to 100 km) in radius from a BS 
and serving up to 255 fixed units of CPE with outdoor directional antennas 
located at nominally 10 m above ground level, similar to a typical VHF/
UHF TV receiving installation.

Due to the extended coverage afforded by the use of these lower fre-
quencies, the PHY layer must be optimized to absorb longer multipath 
excess delays rather than being accommodated by other IEEE wireless 
standards. An excess delay of up to 37 μs can be absorbed by the OFDM 
modulation [70]. Beyond the 30 km for which the PHY layer has been 
specified, the MAC layer will absorb additional propagation delays for 
covering distances of up to 100 km through intelligent scheduling to cover 
cases in which advantageous topography allows such coverage.

The reference architecture for IEEE 802.22 systems, shown in Figure 
1.9, addresses the PHY and MAC layers, and the interfaces to a station 
management entity (SME) through PHY and MAC layer management 

CPE

Digital TV
station

BS keep-out
distance

D
ig

ita
l T

V
pr

ot
ec

tio
n 

co
nt

ou
r

CPE keep-out
distance

Part 74
device

BS

CPE

FIGURE 1.8 WRAN cell coexisting with digital TV and Part 74 devices.

 



32 Wireless Multimedia Communication Systems

entities (MLMEs), as well as to higher layers such as IP, through an IEEE 
802.1D [71] compliant convergence sublayer.

At the PHY layer, there are three primary functions: the main data com-
munications, the spectrum sensing function (SSF), and the geolocation 
function, with the latter two providing necessary functionality to support 
the cognitive abilities of the system. The PHY interfaces with the MAC 
through the PHY SAP, as well as to the MLME and the SME through the 
PHY layer management entity (PLME) and its SAPs. A functional entity 
known as the spectrum manager (SM) exists in the MLME at the BS and a 
“light” version of the SM, known as a spectrum automaton (SA), exists in 
the MLME at the CPE. The SM at the BS controls the use of and access to 
spectral resources for the entire cell and all associated CPEs served by the 
BS. The SA at each CPE provides the autonomous behaviors necessary to 
ensure proper noninterfering operation of CPE in all cases, including dur-
ing startup/initialization, during channel changes, and in case of tempo-
rary loss of connection with the BS. IEEE 802.22 PHY and MAC layers’ 
main features, related to capacity and coverage, are presented in Table 1.8.

It is obvious that deployment of the IEEE 802.22 standard in sparsely 
populated areas that cannot be economically served by wireline technolo-
gies, or other wireless solutions at higher frequencies, will increase the 
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efficiency of spectrum utilization, and provide large economic and societal 
benefits.

1.3  INTERWORKING IN HETEROGENEOUS 
WIRELESS ENVIRONMENT

Rapid progress in the research and development of wireless networking 
technologies has created different types of wireless systems. Heterogeneity, 
in terms of wireless networking, is directly associated with the fact that no 
single RAT is able to optimally cover all the different wireless communi-
cations scenarios. Heterogeneous wireless networks are based on multi-
network environments that provide multiservices with multimode mobile 
terminals (so-called 3M concept) [72]. The development of interworking 
solutions for heterogeneous wireless networks has spurred a considerable 
amount of research in this topic, especially in the context of WLANs and 
mobile networks’ integration [73]. Interworking is linked to many techni-
cal challenges such as the development of enhanced network architectures, 
new techniques for seamless handover, and advanced management func-
tionality for the joint exploitation of heterogeneous wireless networks.

1.3.1  interWorking architecture

Attending to current architectural trends in next generation networks, 
wireless systems are mainly devoted to providing network connectivity 
services that may be characterized by a given QoS profile [74]. End user 
service provisioning is supported by specialized service platforms that 
become accessible to the users via those bearer services.

Figure 1.10 illustrates generic wireless network architecture [75] in 
terms of its main network nodes and protocol layer allocation. The wire-
less network provides network layer connectivity to external networks and 

TABLE 1.8
IEEE 802.22 General Characteristics
Frequency 54–868 MHz
Bandwidth 6, 7, or 8 MHz
Average spectrum efficiency 3 bit/s/Hz
Maximum data rate 31 Mb/s
System capacity per user 1.5 Mb/s (downlink)

384 kb/s (uplink)
Coverage 30 km (up to 100 km without power limitation)
Effective isotropic radiated power 98.3 W
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service platforms over some type of network gateway. This gateway can 
allocate mechanisms to dynamically acquire operator policies related to 
QoS and accounting, and enforce them on a packet-by-packet basis for 
each mobile user. On the other hand, a RAT-specific radio link protocol 
stack would be used in the air interface. This protocol stack can be entirely 
allocated in BSs or distributed in a hierarchical manner between BSs and 
some type of radio controllers. The radio link protocol stack is composed 
of PHY, MAC, and radio link control layers. BSs and network gateways 
constitute the two key elements within the data plane functions (i.e., func-
tions that are executed directly on the traffic flows). The management of 
the overall connectivity service is achieved by a network control plane. 
The purpose of the network control plane is to handle mechanisms such as 
network access control (e.g., AAA, mobility management, security man-
agement, and session management). This set of control plane mechanisms 
is referred to as wireless network control (WNC) mechanisms [75].

The protocol stack of a multimode terminal consists of RAT-specific 
protocols for the lower layers and a common set of protocols for the higher 
layers [72]. RAT-specific protocols comprise the corresponding radio link 
protocol stack to handle data transfer in the air interface along with the 
protocols used for WNC-related functionality in each wireless network. As 
to the common protocol layers, the network layer has a fundamental role in 
the interworking model because it provides a uniform substrate over which 
transport and application protocols can efficiently run independent of the 
access technologies used.
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1.3.2  interWorking MechanisMs

Several interworking levels can be envisioned with a different range of 
interworking requirements. The definition of interworking levels is con-
ducted attending to network architecture aspects or the level of support for 
specific service and operational capabilities [75]. In a general case, four 
interworking levels are distinguished. They are presented in Figure 1.11, 
together with corresponding interworking mechanisms.

Visited network service access (Level A) would allow users to gain 
access to a set of services available in visited networks while relying on 
home network credentials. The users can be charged for service usage 
in the visited network through its own home network billing system. 
Mechanisms included here aim at extending AAA functions among wire-
less networks, allowing users to perform authentication and authorization 
processes in a visited network attending to security suites and subscription 
profiles provided by their home networks. Intersystem AAA functional-
ities are basically achieved by

• Adoption of flexible AAA frameworks able to support multiple 
authentication methods, e.g., the extensible authentication protocol 
(EAP) [76]

• Deployment of additional functionality such as AAA proxy/relay 
functions and related signaling interfaces between networks, e.g., 
the Diameter protocol [77]

• Enhanced network discovery mechanisms for identity selec-
tion so that mobile terminals can know in advance whether their 
home network’s credentials are valid for AAA control in a visited 
network

Intersystem service access (Level B) provide users the availability of 
specific services located in the home network while they are connected 
via a visited RAN. Intersystem user data transfer is a mechanism that 
enables the transfer of user data between interworking networks. A com-
mon approach to enforce user data transfer between networks relies on 
tunneling protocols. Tunnels may be established either directly between 
mobile terminals and remote gateways or may require additional dedi-
cated nodes.

Intersystem service continuity (Level C) extends level C so that the user 
is not required to re-establish active sessions when moving between net-
works. However, a temporary QoS degradation can be tolerated during 
this period. Network layer handover is a mandatory mechanism when ser-
vice continuity between wireless networks relies on the maintenance of 
a permanent mobile terminal IP address. Several versions of IP mobility 
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protocols have been proposed over the past several years to complement or 
enhance network layer intersystem service continuity [78] and they will be 
analyzed in Chapter 3.

Intersystem seamless service continuity (Level D) is aimed at provid-
ing a seamless mobility experience. Seamless service continuity can be 
achieved by enabling mobile terminals to conduct seamless handover [79] 
across heterogeneous RANs. A seamless handover is commonly related 
to the achievement of low handover latencies. Because of that, this level 
imposes the hardest requirements on the interworking mechanisms. 
Although simple network or application layer handover solutions may suf-
fice for intersystem service continuity, they may not be able to satisfy the 
requirements for seamless mobility. In particular, during a handover, laten-
cies related to radio link layers (e.g., new radio link establishment) and 
network layer operation (e.g., movement detection, new IP address config-
uration, and binding updates) can turn into a period during which the ter-
minal is unable to send or receive packets [75]. Radio link layer operations 
(e.g., scanning, authentication, and association) can introduce additional 
delays in the handover process.

1.4  MULTIPLE-INPUT, MULTIPLE-OUTPUT SYSTEMS

MIMO is a communication system in which the transmitter and receiver 
are equipped with multiple antennas. Unlike traditional phased array or 
diversity techniques that improve the sensitivity to one signal of inter-
est, MIMO systems employ antenna arrays jointly upon transmition and 
receive on spatially multiplex signals over multipath or near-field channels. 
Measuring a system performance in terms of channel capacity, MIMO 
systems offer the exciting possibility of linear capacity increase with 
additional antennas compared with the logarithmic growth (Shannon’s 
channel capacity formula) of traditional diversity systems. The large 
potential of MIMO techniques in combination with OFDM is evidenced 
by the rapid adoption of recent wireless standards, such as Wi-Fi, LTE, 
and WiMAX.

A general MIMO configuration is shown in Figure 1.12. Here, Nt and Nr 
refer to the numbers of transmit and receive antennas, respectively. Special 
cases of MIMO are single-input, multiple-output (SIMO), where Nt = 1 and 
Nr > 1, and multi-input, single-output (MISO), where Nt > 1 and Nr = 1.

During the last decade, MIMO technology has received a lot of atten-
tion because of the potential improvement in throughput and reduction 
in energy consumption that this technology provides. Generally speaking, 
MIMO technology increases spectral efficiency by exploiting the spa-
tial diversity that is attained through the physical separation of multiple 
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antennas  in space. The advantages of MIMO systems can be divided into 
three main categories [80]:

• Spatial multiplexing for enhancing the data transmission rate
• Transmit diversity using space–time coding for enhancing the 

transmission robustness, and
• Beamforming for improving the received signal and reducing 

interference to other users

1.4.1  classification and features of MiMo techniques

Spatial multiplexing [81] is a MIMO technique in which independent and 
separately encoded data signals, called streams, are transmitted from mul-
tiple antennas. This technique requires multiple antennas at both ends of 
the radio link (Nt ≥ 2 and Nr ≥ 2), and also there is no need for channel 
information at the transmitter. Under the spatial multiplexing mode, the 
achievable capacity (maximum spatial multiplexing order) is Ns = min(Nt, 
Nr). For linear receivers, this means that Ns streams can be transmitted in 
parallel, leading to an Ns increase in the spectral efficiency. If the trans-
mitted streams arrive at the receiver with sufficiently different spatial sig-
natures, the receiver can separate them. As a result, an increment in the 
channel capacity is achieved.

Antenna diversity is a transmission technique in which similar data (rep-
licas) signals are transmitted from multiple antennas to improve the signal-
to-noise ratio (SNR). Such a gain is equal to NtNr and can be achieved by 
using multiple receiver antennas (diversity reception) or by using multiple 
transmitting antennas (transmit diversity). A diversity-combining circuit 
combines or selects the signals from the receiver antennas to provide an 
improved signal quality.

1

2

Transmitter Receiver

Propagation channel

Radio channel

2

1

Nt Nr

FIGURE 1.12 MIMO system configuration.
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Beamforming is a signal-processing technique that is used to control 
the directionality of the emission pattern of an antenna system. When 
receiving a signal, beamforming can increase the receiver sensitivity in the 
direction of the desired signals and decrease the sensitivity in the direc-
tion of the interference and noise. On the other hand, when transmitting a 
signal, a beamforming antenna system can increase the radiated power in 
the intended direction.

1.4.2  MiMo-Based Protocols

The channel access in existing WLANs based on IEEE 802.11 standard is 
performed according to a CSMA/CA scheme with an optional virtual car-
rier sensing (VCS) mechanism. Because packets in CSMA/CA are trans-
mitted at a fixed power level, this strategy has been proven to be inefficient 
in terms of energy consumption and channel spatial reuse. The fixed power 
strategy affects channel utilization by not allowing multiple transmissions 
to take place concurrently within the same neighborhood [80]. This phe-
nomenon is presented as an example in Figure 1.13, where nodes A and B 
communicate using the maximum transmission power.

According to the classic CSMA/CA scheme, nodes C and D cannot 
communicate while the A–B communication is taking place because 
they are within B’s transmission range. However, those two transmissions 
actually may be able to occur concurrently if transmission powers can be 
appropriately adjusted. Several transmission power control (TPC) proto-
cols have been proposed to overcome this problem, some of which are 
aimed at energy conservation, whereas others are throughput oriented [82].

A simple MIMO extension to CSMA/CA is CSMA/CA(k). It performs 
like CSMA/CA except that all transmissions are performed using k streams 

D

C

B A

Clea
r t

o se
nd

Req
uest

 to
 se

nd

FIGURE 1.13 Inefficiency of the fixed transmission power strategy.
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to provide spatial multiplexing gain. Such a protocol, when compared with 
CSMA/CA operating in the same network topology, but with omnidirec-
tional antennas, achieves k times the throughput performance as the latter. 
In an article by Sundaresan et al. [83], it is shown that the unique charac-
teristics of MIMO links (e.g., transmitter range versus capacity trade off, 
and robustness to multipath fading) require an entirely new MAC design. 
They discussed several optimization considerations that can help in obtain-
ing an effective MAC protocol from such an environment, such as control 
gains, partial interference suppression, and receiver overloading. Also, a 
centralized algorithm called stream-controlled medium access (SCMA) 
incorporates those optimization considerations into its design. The objec-
tive of the SCMA algorithm is to maximize the network utilization subject 
to a given fairness model. The operation of the SCMA algorithm depends 
on the receiver overloading problem.

The mobile IP reservation (MIR) protocol [84] is a routing protocol 
proposed for MIMO links, which adapts between the different strategies 
based on the network conditions. MIR controls the various characteris-
tics of MIMO links (e.g., network density, mobility, and link quality) to 
improve the network performance. The goal is to obtain routes that sup-
port high rates and allow for maximum spatial reuse in the network, which 
means that the number of range links in the route should be minimized. On 
the other hand, the goal is to detect link failures due to mobility and chan-
nel degradation proactively and switch from multiplexing to a diversity 
operation. In that way, the increased communication range or the increased 
reliability is exploited to increase the lifetime of the link during mobility 
and channel degradation, respectively.

The application of MIMO techniques in mobile ad hoc networks 
(MANETs) was explored by Hu and Zhang [85]. The focus was on the appli-
cation of spatial diversity to reduce the effects of fading and achieve robust-
ness in the presence of user mobility. Also, the effect of spatial diversity 
on MAC design was examined and accordingly, spatial diversity for MAC 
(SD-MAC)  protocol was proposed. SD-MAC has the following features:

• Space–time codes are used for four-way handshaking to achieve 
full-order spatial diversity

• For carrier sensing, if the average interference across the antenna 
elements is higher than the threshold, the channel is marked as busy

• The transmitting node adapts the data rate for the data packet 
according to the channel conditions

As mentioned earlier, MIMO is used mostly in combination with OFDM 
because MIMO is most compatible with flat-fading channels, which ensure 
low complexity and receiver power consumption. The problem of designing 
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a MAC protocol for MIMO-OFDM ad hoc networks was considered by 
Hoang and Iltis [86]. The proposed protocol reserves some carriers for the 
control channel and others for data communications. The control carriers 
are used to transport the control packets omnidirectionally. After the hand-
shaking procedures have been completed on the signaling channel, the 
data exchange and additional P2P signaling follow. The proposed protocol 
uses appropriate power control and allocation strategies to allow multiple 
transmissions on the data channel. The advantage of this protocol over the 
protocols that use the same channel for both control and data transmissions 
is that the data channel is collision-free. In that way, data channels are used 
more efficiently.

Another representative MIMO-adaptive protocol for WLANs is MIMO 
power-controlled MAC (MIMO-POWMAC) [87]. It is a classic throughput-
oriented protocol. According to this protocol, every node is equipped with 
two antennas and has the ability to use MIMO-based multiplexing gain to 
maximize the perceived throughput of the network. MIMO-POWMAC 
allows multiple concurrent transmissions to occur simultaneously because 
it uses collision avoidance information in the control packets to bound the 
transmission power of potentially interfering terminals in the vicinity of a 
receiving terminal.

1.4.3  MiMo systeM configuration for ieee 802.16M  
and 3gPP release 10

The application of MIMO technologies is one of the most crucial distinc-
tions between 3G and 4G systems. It not only enhances the conventional 
point-to-point link but also enables new types of links such as downlink 
multiuser MIMO. A large family of MIMO techniques have been devel-
oped for various links and with various amounts of available channel state 
information in both IEEE 802.16m and 3GPP Release 10. The MIMO 
systems can be configured as single-user MIMO (SU-MIMO), multiuser 
MIMO (MU-MIMO), and multicell MIMO [88]. Their downlink configu-
rations are illustrated in Figure 1.14.

SU-MIMO transmissions occur in time–frequency resources dedicated 
to a single-terminal LTE advanced mobile station (AMS) or WiMAX user 
equipment (UE), and allow achieving the peak user spectral efficiency. 
They encompass techniques ranging from transmit diversity to spatial 
multiplexing and beamforming. These techniques are supported in both 
standards, with a most noticeable difference in the approach taken for spa-
tial multiplexing. Both open-loop SU-MIMO and closed-loop SU-MIMO 
are supported for the antenna configurations.

For open-loop SU-MIMO, both spatial multiplexing and transmit diver-
sity schemes are supported. For closed-loop SU-MIMO, codebook-based 
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precoding is supported for both TDD and FDD systems. Channel quality 
indicator (CQI), preferred matrix index/indicator (PMI), and rank feed-
back can be transmitted by the AMS/UE to assist the advanced base sta-
tion’s (ABS) or eNB’s scheduling, resource allocation, and rate adaptation 
decisions. CQI, PMI, and rank feedback may or may not be frequency 
dependent. For closed-loop SU-MIMO, sounding-based precoding is sup-
ported for TDD systems.

MU-MIMO allocates multiple users in one time–frequency resource to 
exploit multiuser diversity in the spatial domain, which results in signifi-
cant gains over SU-MIMO, especially in spatially correlated channels. In 
configurations such as downlink 4 × 2 (four transmit antennas and two 
receive antennas) and uplink 2 × 4, single-user transmission only allows 
spatially multiplexing a maximum of two streams. On the other hand, 
linear schemes allow sending as many as four spatial streams from four 
transmit antennas, or receiving as many as four spatial streams with four 
receive antennas by multiplexing four spatial streams to or from multiple 
users. MU-MIMO techniques provide large sector throughputs in heavy 
traffic conditions.

For open-loop MU-MIMO, CQI and preferred stream index feedback 
may be transmitted to assist the base station’s scheduling, transmission 
mode switching, and rate adaptation. The CQI is frequency dependent. For 
closed-loop MU-MIMO, codebook-based precoding is also supported for 
both TDD and FDD systems. CQI and PMI feedback can be transmitted by 
the AMS/UE to assist the ABS/eNB scheduling, resource allocation, and 
rate adaptation decisions. For closed-loop MU-MIMO, sounding-based 
precoding is also supported for TDD systems.

Multicell MIMO and uplink MIMO techniques are defined in IEEE 
802.16m and under discussion in 3GPP Release 10. Key techniques in 

ABS/eNB

AMS/UE

AMS/UE1
AMS/UE1

AMS/UE2

SU-MIMO MU-MIMO Multicell MIMO

AMS/UE2ABS/eNB

ABS/eNB1
Null

ABS/eNB2

FIGURE 1.14 MIMO downlink configurations.
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MIMO downlink and the MIMO system capabilities are summarized in 
Tables 1.9 and 1.10, respectively. An overview of the ongoing research 
related to these techniques can be found in articles by Li et al. [88] and 
Liu et al. [89].

1.4.4  MultiPle-Base station MiMo cooPeration

Multiple-base station (multi-BS) MIMO cooperation schemes are expected 
to play an important role in terms of intercell interference mitigation. 
However, practical challenges also act as a big obstacle to gaining the ben-
efits of multi-BS MIMO techniques [9]. The multi-BS MIMO coopera-
tion schemes can be categorized into two types: single-BS precoding with 
multi-BS coordination, also known as coordinate beamforming, and multi-
BS MIMO joint processing.

In the coordinate beamforming scheme, a BS transmits the precoded 
data to its serving mobile stations (MSs) to reduce the intercell interfer-
ence. On the other hand, in joint processing, multiple BSs transmit data 
not only to serving MSs, but also to other coordinated BSs with jointly 

TABLE 1.9
Key Techniques in MIMO Downlink

Downlink MIMO Techniques IEEE 802.16 3GPP Release 10

Open-loop transmit diversity Space-frequency block 
coding with precoded 
cycling

Space-frequency block 
coding with precoded 
cycling

Frequency-switched 
transmit diversity

Open-loop spatial multiplexing Single codeword with 
precoder cycling

Multiple codewords with 
large delay

Closed-loop spatial 
multiplexing

Advanced beamforming 
and precoding

MU-MIMO Closed-loop and open-loop Closed-loop

TABLE 1.10
MIMO Capabilities
Downlink SU-MIMO Up to eight streams

MU-MIMO Up to four users
Uplink SU-MIMO Up to four streams

MU-MIMO Up to four users
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optimized precoding matrices. Also, coordinate beamforming does not 
require data forwarding among different BSs, whereas joint processing 
does. As a result, coordinate beamforming can be implemented without an 
increase in backbone capacity.

In a cellular system, based on the level of available information on the 
channel of a neighboring mobile station, three scenarios for downlink 
multi-BS MIMO cooperation can be considered [9]:

• No channel knowledge—each base station only knows the chan-
nel information of its subordinate mobile station

• Partial channel knowledge—each base station has partial channel 
state information (CSI) between the base station and its neighbor-
ing mobile stations

• Complete channel knowledge—each base station knows all CSI 
on its own and neighboring mobile stations

Generally, the more CSI is available, the higher the performance 
improvement of MIMO techniques is obtained, at the cost of increased 
overhead. Full CSI acquisition is difficult to achieve in FDD systems, 
although it can be supported in TDD systems by using sounding sig-
nals from a mobile station. However, even in TDD systems, an unac-
ceptably high bandwidth sounding channel may be required to provide 
accurate estimation performance in the case of high mobility or poor 
link quality.

To reduce the operational overhead, partial CSI schemes using channel 
quantization methods are proposed as alternative solutions. Among them, 
a codebook-based technique [90] is widely used and adopted in many 
standards (e.g., IEEE 802.16m and 3GPP Release 10). Here, the codebook 
implies a set of codewords known to both network elements. The mobile 
station conveys the best codeword within the codebook using a predeter-
mined strategy.

Precoding matrix indicator (PMI), also known as preferred matrix 
index in IEEE 802.16m terminology, is one of the codebook-based coor-
dinate beamforming schemes [9]. In closed-loop MIMO systems, the use 
of a certain precoder or beamformer can incur much higher interference 
than others. Especially in codebook-based MIMO techniques, a precod-
ing matrix based on the reported PMI for improving user throughput may 
in turn decrease the neighboring user throughput. Conversely, a certain 
precoding matrix can be less damaging to the neighboring user through-
put. Intercell interference level can be managed by controlling the transmit 
precoding matrix with two different schemes: PMI restriction and PMI 
recommendation.
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Example 1.1

A diagram of PMI coordination is shown in Figure 1.15. This 
is an example of an operational scenario of the PMI restric-
tion and the PMI recommendation. Suppose that there are 
three cells in the network. The performance of MSedge is highly 
affected by the signals from BS1, BS2, and BS3. The other MSs 
(MS1, MS2, and MS3), located at the cell center, receive high sig-
nal power from each serving BS, and low interference power 
from interfering BSs.

For PMI restriction, an MS reports the PMI(s) for interfering 
BS(s) that incur the strongest interference so that the neighboring 
BS(s) can restrict the use of those PMI(s) for its own cell operation. 
On the other hand, for PMI recommendation, the MS issues the 
PMI(s) for neighboring BS(s) that cause the weakest interference 
so that the neighboring BS(s) can use one of those PMIs for its 
own cell operation. The restricted PMIs are bad precoders for 
the serving cell operation, whereas the recommended PMIs are 
beneficial for the serving cell operation. The BS can choose one 
of the PMI coordination methods depending on an interference 
mitigation strategy.

Recommended PMI

Restricted PMI

Signal

Interference

Feedback
MS2

MS1

W1

W2

W3

Wn

W1

W2

W3

Wn

W1

W2

W3

Wn

MS3MSedge

BS2

BS1 BS3

H1

PMI

H2

H3

Cell2

Cell1

Cell1
codebook

Cell2
codebook

Cell3
codebook

Cell3

FIGURE 1.15 PMI coordination diagram. (From W. Lee et al. Multi-BS MIMO 
cooperation: Challenges and practical solutions in 4G systems. IEEE Wireless 
Communications 19, 1 (February 2012): 89–96.)
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Each BS uses different resources to send reference signals, 
whereas the other resources that belong to other BSs are set 
to zero so that there is no interference from the other two BSs 
when MSedge measures the channel response from each BS, H1, 
H2, and H3.

1.5  COOPERATION TECHNIQUES FROM 
A NETWORKING PERSPECTIVE

The concept of cooperation in wireless networks has gained much more 
attention from researchers because it can be effective in addressing per-
formance limitations due to user mobility and the scarcity of resources. 
Cooperation techniques are increasingly important to enhance the per-
formance of wireless communications, with their ability to decrease 
power consumption and packet loss rate and increase system capacity, 
computation, and network resilience [91]. The idea of employing coop-
eration in wireless communication networks has emerged in response to 
user mobility support and limited energy and radio spectrum resources, 
which pose challenges in the development of wireless networks and ser-
vices in terms of capacity and performance [92]. As for user cooperation, 
it takes many forms, including the physical layer cooperative commu-
nications, the link layer cooperative and cognitive medium access, the 
network layer cooperative routing and load balancing, the collaborative 
E2E congestion control in the transport layer, and the cooperative P2P 
services [93]. The development of cooperation techniques requires inter-
disciplinary efforts, from advanced signal processing to network protocol 
design and optimization.

The research on cooperation in wireless networks focuses on devel-
oping strategies at the physical layer to support such a cooperative 
transmission. However, such a cooperative operation introduces chal-
lenging issues at different layers of the protocol stack. Some modifi-
cations to the networking protocol stack are required to achieve the 
objectives of cooperation. In fact, without proper modification of the 
higher layer protocols, the achieved cooperation improvements may not 
be significant.

1.5.1  Benefits of cooPeration

The potential benefits of employing cooperation in wireless networks [92] 
include improved channel reliability, improved system throughput, seam-
less service provision, and operation cost reduction (as shown in Table 1.11).
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Example 1.2

Spatial diversity and interference reduction as cooperative tech-
niques for channel reliability improvement are illustrated in Figure 
1.16. Downlink transmission from a base station to a mobile sta-
tion is observed, where the source node transmits its data packets 
toward the destination over cooperating entities. In this context, 
a cooperating entity is a relay node with an improved channel 
condition over the direct transmission channel from the source 
to the destination. This relay node can be a mobile station or a 
dedicated relay station.

In the sense of interference reduction, using the cooperative 
relays, the transmitted power from the original source can be 
significantly reduced due to the better channel condition of the 

TABLE 1.11
Potential Benefits and Corresponding Techniques of Employing 
Cooperation in Wireless Networks

Benefits Cooperative Technique Description

Improved 
channel 
reliability

Mitigating channel 
impairments using 
spatial diversity [94]

When the channel between the original 
source and destination is unreliable, other 
network entities can cooperate with the 
source to create a virtual antenna array 
and forward the data toward the 
destination

Interference reduction [95] Using the cooperative relays, the 
transmitted power from the original 
source can be significantly reduced due 
to a better channel condition of the 
relaying links

Improved 
system 
throughput

Resource aggregation [96] Cooperation can increase the achieved 
throughput through aggregating the 
offered resources from different 
cooperating entities

Seamless 
service 
provision

Service continuity over 
substitute paths [97]

When the service is interrupted along one 
path, it still can be continued using 
another cooperative path

Operation cost 
reduction

Energy savings [98] Green communications can improve the 
energy efficiency, which reduces the 
energy costs
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relaying links, which greatly reduces the interference region. This 
also helps improve the energy efficiency of the communication 
system. In addition to reducing the interference region, coopera-
tion can solve the hidden terminal problem and, hence, results in 
interference reduction.

Example 1.3

Mobile users are more sensitive to call dropping than call block-
ing. Call dropping interrupts service continuity for different rea-
sons depending on the networking scenario. Cooperation for 
seamless service provision is shown in Figure 1.17.

When the service is interrupted along one path (Ch1), it still 
can be continued using another cooperative path (Ch2, Ch3). In 
this context, a cooperating entity can be a MT, BS, or AP, which 
can create a substitute path between the source and destination 
nodes.

BS
Source

Interference region
with cooperation

Interference region
with cooperation

Interference region
without cooperation

Dedicated 
relay

Dedicated 
relay

Spatial
diversity

MS

Destination

Direct transmission

Relay

FIGURE 1.16 Cooperation techniques for improving channel reliability.

Source

Cooperating entity

Service interruption
Destination

Ch2

Ch1

Ch3

FIGURE 1.17 Cooperation for seamless service provision.
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1.5.2  cooPerative routing

To achieve reliability at the upper layers when relying on a wireless physi-
cal layer, many researchers have proposed the adoption of cooperative par-
adigms. This means that one or more intermediate nodes intervene in the 
connection so that either the communication is rerouted over a better path, 
or the original link is kept in use but its quality is strengthened thanks to 
diversity provided by these cooperators. This concept is known as coop-
erative (opportunistic) routing [11].

In the simplest version, one intermediate node simply acts as a relay 
between the source and the destination node [99]. However, if the communi-
cation between these two nodes is part of a multihop transmission, it may be 
rerouted over an entirely new path that no longer involves this receiver. To this 
end, a distance metric is needed to verify that the selection of a given interme-
diate node as the next hop still sends the message toward the destination node 
and not further away from it. Additionally, a negotiation phase is also required 
in which intermediate nodes can volunteer as the next hops whenever the link 
from the transmitter to the intended receiver does not guarantee sufficient 
quality. Figure 1.18 represents a network in which the elements of cooperative 
routing (direct links and opportunistic hops) have been highlighted.

To participate as a cooperative relay, node C must be able to listen to 
both the clear-to-send (CTS) and request-to-send (RTS) control packets. 
From the RTS, it can estimate the signal-to-noise-plus-interference ratio 
(SNIR) between itself and the source, SNIR(AC). Also, it is possible to 
derive the distance l(A, D) of node A from the final destination D because 
the RTS contains the identifier of these nodes. From the CTS, which car-
ries the SNIR(AB) value, it may learn whether the quality of the source– 
destination direct link is poor. If this is the case, node C checks the following 
two conditions to determine whether or not to contribute:

 1. The value of SNIR(AC) must be above SNIRth

 2. Node C should represent an advancement toward the final destina-
tion D

S

C

B

A

D

Shortest path route
Next hop
Opportunistic hop

FIGURE 1.18 Cooperative routing.
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It should be noted that C is not required to know the complete route 
exactly, just its own distance to the destination. The first condition means 
that the channel AC is good enough, and it is also better than channel AB, 
which is below the threshold. The second condition expresses that, even 
though the route is changed, the packet is still advancing toward the desti-
nation node. According to the second condition, the hop count l(C, D) must 
be less than l(A, D). That is, C has to be chosen among the neighbors of A 
for which l(C, D) = l(A, D) – 1. To simplify, the assumption that l must be 
decreased at every step has been chosen. It is possible to consider exten-
sions where even nodes with the same distance can be accepted, provided 
that some form of hysteresis is introduced to avoid the packet continually 
moving within the same set of nodes without advancing toward D [99]. In 
the same way, it is even possible to consider cooperative paths where the l 
is actually increased, provided that a better overall quality of the route is 
envisioned.

Several intermediate nodes can be a cooperative next hop from A if they 
satisfy the predefined conditions. Such nodes declare their availability to 
take charge of the forwarding of the packet by sending a cooperative CTS 
message, which can be received by both A and B. The transmission of such 
a message requires an additional time slot to be left unused after the CTS.

The cooperative routing approach implies additional overhead due to 
the cooperative CTS packets. The transmission of such control packets 
may also cause interference peaks for other neighboring nodes because 
many potential cooperators might send a CTS simultaneously. However, 
this problem does not occur very frequently because the transmission of 
cooperative CTS happens only when the direct link AB fails. Because 
this link is chosen as belonging to the best path to D, its quality is fre-
quently bad only in the case of a scattered network. On the other hand, the 
phenomenon of simultaneous transmission of cooperative CTS messages 
causes high interference levels only if the network is densely structured.

1.5.3  Wireless relaying Protocols

Over the last 10 years, cooperative relay-aided (multihop) techniques have 
been intensively researched as means for potentially improving link per-
formance of future wireless multimedia systems. In the relay station (RS) 
aided concept, the MS communicates with the BS assisted by a single or 
multiple relays, which may be expected to provide better link quality than 
direct single link–based communication. RS-aided systems are capable of 
increasing the attainable data rate, especially in the cell edge region, where 
MSs typically suffer from both low-power reception and intense inter-
cell interference [100]. Shadow fading can also be attenuated by relays. 
RSs also offer high flexibility in terms of their geographic position. For 
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example, when the traffic intensity rapidly increases in a certain area, RSs 
can be immediately engaged to provide high-speed communications. The 
MSs currently not engaged in active communication with the BS may also 
act as relays without any additional deployment cost.

Besides all benefits invoked by the RSs application in terms of link 
quality, they require additional radio resources. More explicitly, the tra-
ditional relaying concept requires four phases to transmit a pair of down-
link and uplink packets, which is twice as many as direct communications 
operating without a relay node. This additional radio resource allocation 
halves the effective throughput and, hence, mitigates the advantages of 
relaying. As shown in Figure 1.19a, during the first phase, the BS transmits 
the downlink signal to the RS. During the second phase, the RS forwards 
the received signal to the MS. The uplink signal is also sent from the MS to 
the BS during the remaining two phases in a two-phase reverse-direction 
manner. As for the relaying operation, it can be classified into two types 
[100]: the amplify-and-forward (AF) and decode-and-forward (DF) relay-
ing protocols.

In AF relaying, the relay simply retransmits a scaled version of the 
received signal without performing any detection or decoding. The simple 
operation of AF relaying leads to a low-cost, low-complexity implemen-
tation. The desired signal and additive noise are jointly amplified at the 
relay, and thus, the AF protocol fails to improve the SNR. By contrast, 
in DF relaying, the RS entirely decodes the received signal and, hence, 
may succeed in regenerating the transmitted signal before it forwards the 
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FIGURE 1.19 Relaying protocols: (a) traditional four-phase relaying, (b) three-
phase relaying, and (c) two-phase relaying.
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re-encoded packet to the destination. In this case, SNR is sufficiently high, 
although complexity is high.

Recently, network coding (NC) has emerged as a new cooperative tech-
nique for improving network throughputs over traditional routing tech-
niques [101,102]. Figure 1.19b depicts the basic philosophy of the NC-aided 
three-phase relaying system, whereas the corresponding relay’s operation 
is presented in Figure 1.20. The BS and MS transmit the codewords c1 and 
c2 during the first and second communication phases to the RS, respec-
tively. Then, the RS independently decodes the corresponding received 
signals y1 as well as y2 and combines the decoded codewords into a single 
stream.

In the third phase (Figure 1.19b), the composite network-coded packet is 
modulated and broadcast to both the BS and the MS. The signal received 
at each destination can be regarded as the combination of the uplink and 
downlink packets. To recover the desired packet at each destination node, 
each node utilizes a priori knowledge of its own transmitted packet that 
was transmitted in the previous communication phase. The three-phase 
DF relaying requires only three time slots to complete a full cycle trans-
mission. Therefore, a 33% throughput increase can be expected, compared 
with the traditional relaying concept, which requires four communication 
phases [100].

To further reduce the required communication resources, three differ-
ent types of two-phase relaying protocols may be invoked: two-phase AF, 
denoise-and-forward (DNF), and DF protocols. The two-phase relaying 
protocols of Figure 1.19c are often referred to as two-way relaying or bidi-
rectional relaying, as opposed to the traditional four-phase relaying proto-
col, which is also often referred to as one-way relaying. The relay’s actions 
in various two-phase relaying protocols are illustrated in Figure 1.21.

In two-phase AF relaying, the MS and BS simultaneously transmit 
their signals to the RS during the first phase, as shown in Figure 1.19c. In 
the second phase, the RS amplifies the composite received signal while 
obeying a specific total power constraint, and forwards it to both the MS 
and BS.

y1 c1

c1

c2

c2 x3

y2

FEC decoder 1

FEC decoder 2

Combiner Modulation

FIGURE 1.20 Three-phase DF relaying protocol.
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To reduce the effect of noise amplification in the two-phase AF regime, 
the DNF relaying protocol, which is based on the NC coding scheme, 
was proposed by Zhang and Liew [103]. As in the AF two-phase relaying 
regime (Figure 1.21a), the two-phase DNF (Figure 1.21b) receives both sig-
nals in the first phase. The denoising operation may also be referred to as 
detect and forward because it is constituted by the noise elimination pro-
cess of the detector’s slicing or decision operation. In contrast to the two-
phase AF relaying, the noise amplification problem does not occur in the 
DNF relaying protocol because the denoised symbol stream is transmitted 
from the RS with the aid of the specific mapping function. However, the 
RS of the DNF scheme does not take advantage of channel coding and, 
hence, may have a high error probability for the relayed signal.

In contrast to the DNF regime (Figure 1.21b), which dispenses with FEC 
coding, in the two-phase DF relaying of Figure 1.21c, the RS performs 
FEC decoding to mitigate the effects of error propagation. The RS receives 
the superposition of the uplink and downlink signals in the first phase and 
attempts to decode both of them. During the second phase (Figure 1.19c), 
the RS generates the composite packet, which is broadcast to both the MS 
and BS, as in the three-phase DF relaying scheme. In the second phase, 
each destination node decodes its desired signal in the same way as the 
three-phase relaying regime. Nonetheless, its decoding performance at the 
RS is typically worse than that of the three-phase DF relaying protocol, 
where only one of the uplink and downlink packets arrives and is decoded 
at the RS in each phase.

A comparison of relaying protocol characteristics is summarized in 
Table 1.12, whereas more detailed analyses and numerical results, which 
justify the application of network coding aided protocols as the most prom-
ising solution, can be found in an article by Lee and Hanzo [100].

In practical RS-aided systems, the destination node should estimate 
both the relay channel as well as the direct channel. In AF, relaying the 
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channel information between the source and the relay is also required at 
the destination, which implies a high loading on the overall system, espe-
cially when the signal is relayed over more than two hops. To resolve this 
problem, it is worth studying the efficient estimation, quantization, and 
transmission of the channel impulse response information in relaying sys-
tems. Furthermore, noncoherent relaying algorithms, which do not require 
channel information, have to be studied.

1.6  HIGH-PERFORMANCE CONGESTION 
CONTROL PROTOCOL

Most current Internet applications rely on TCPs to deliver data reliably 
across the networks [104]. The performance characteristics of a particular 
TCP version are defined by the congestion control algorithm it employs. 
Although TCP is the de facto standard congestion control protocol in the 
Internet, its shortcomings in the wireless heterogeneous environment are 
widely known and have been actively addressed by many researchers. 
Congestion control protocols can be classified into two groups, AIMD and 
FCS, according to the theory used for rate control [13]. AIMD approaches 
are traditional schemes that adopt corresponding theory for window con-
trol. Because static AIMD control limits its utility, the challenge is to 
design a dynamic AIMD control scheme that is able to adapt to a variety 
of network environments.

Several FCS approaches such as explicit control protocol (XCP) [105] 
and adaptive congestion protocol (ACP) [106] have been proposed. In 
these protocols, a source node and network nodes exchange useful infor-
mation for congestion control, and the source regulates its own window 
size according to the feedback from network nodes. As the window size 
of each flow is controlled based on the FCS theory, aggregate traffic can 
be stabilized and the throughput of each flow becomes steady after a rea-
sonable time lapse. In general, FCS approaches tend to achieve better 

TABLE 1.12
Comparison of Relaying Protocols

Relaying 
Protocol 4-AF 4-DF 3-DF 2-AF 2-DNF 2-DF

Spectral 
efficiency

Low Low Medium High High High

Effective SINR Low High High Very low Medium High
System constraint Low Low Medium Low Medium Very high
Complexity Low High High Low Medium High
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performance than AIMD approaches because they can operate according 
to the actual traffic conditions observed at a bottleneck node. However, 
in FCS approaches, there is a significant drawback involving the network 
nodes, which are required to handle the packet headers of the upper layers. 
It is not easy to read and write the corresponding TCP headers in network 
nodes when an IP payload is encrypted or encapsulated. Although the IP 
option field may be applied, such usage is generally avoided as it would 
substantially slow down switching.

1.6.1  tcP enhanceMents for heterogeneous 
Wireless environMent

The poor TCP performance in wireless networks stems from the unique char-
acteristics of wireless links as compared with wired links, and the current 
TCP’s design assumption of the packet loss model. The problems manifest 
in various applications as degradation of throughput, inefficiency in network 
resource utilization, and excessive interruption of data transmissions.

In TCP, all packet losses are assumed to be caused by network con-
gestion, thus leading to the reduction of window size by the MD algo-
rithm. Therefore, the throughput of TCP can be improved if it is possible 
to distinguish link error–related losses from congestive ones. TCP Veno 
and Jitter-based TCP (JTCP) are typical examples of this type of solution. 
These schemes estimate the cause of packet losses from the changes in 
round-trip time (RTT), which reflect network congestion. TCP Westwood 
and TCP Jersey are examples that estimate the available bandwidth and 
accordingly update the window size. In addition, TCP Jersey has a mecha-
nism for specifying the cause of packet losses.

TCP Veno [107] supports the estimation of the backlogged packets in 
the network. It further suggests a way to differentiate the cause of packet 
loss. If the number of backlogged packets is below a threshold, the loss is 
considered to be random. Otherwise, the loss is said to be congestive. The 
number of backlogged packets can be estimated from the latest congestion 
window size and RTT values monitored at the source node. RTTs are mea-
sured by using a millisecond resolution time stamp mechanism.

JTCP [108] is a congestion control protocol that distinguishes the cause 
of packet losses by observing the interarrival jitter. Because an increase in 
interarrival jitter implies an increase in queuing delay caused by network 
congestion, it can be used as an indicator of congestion. In JTCP, jitter 
ratio is calculated from the measured interarrival jitters. Upon detecting 
packet loss, the jitter ratio is used to determine whether or not to halve the 
window size.

TCP Westwood [109] is a rate-based E2E approach in which the sender 
estimates the available network bandwidth dynamically by measuring and 
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averaging the rate of returning ACKs. Instead of the MD parameter, the 
value of the available bandwidth is used for setting a new window size 
in every MD procedure. By setting transmission rate to be the available 
bandwidth, TCP Westwood is able to achieve efficient link utilization and 
robustness to link error–related losses. However, its performance largely 
depends on the estimation accuracy.

TCP Jersey [110] is another proactive approach that adapts the send-
ing rate proactively according to the network condition. It is similar to 
TCP Westwood, but TCP Jersey employs a more complex mechanism by 
using the TCP time stamp option to compute the available bandwidth more 
accurately. It consists of two key components, the available bandwidth esti-
mation algorithm and the congestion warning router configuration. Using 
these components, TCP Jersey calculates the optimum congestion window 
size at the sender.

1.6.2  exPlicitly synchronized tcP

High-performance congestion control protocol, referred to as explicitly 
synchronized TCP (ESTCP) is based on dynamic AIMD theory [13]. The 
motivation of this protocol is to dynamically control AIMD parameters 
by adjusting them to network congestion. ESTCP consists of two key 
components: the window controller, which executes the AIMD window 
adjustment at the source node; and the traffic controller, equipped at the 
bottleneck node for scaling the rate of the window size to appropriately 
stabilize the aggregate traffic.

In the equilibrium state, windows of all flows sharing the same bottle-
neck are synchronized [13], as shown in Figure 1.22. Although the rate 
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of increase of the window size in TCP depends on the flow’s RTT, it is 
equal for all flows in ESTCP and is simultaneously scaled by following 
the feedback from the bottleneck node. On the other hand, the MD param-
eter is independently adjusted by each source to keep full link utilization. 
By doing so, the amount of network traffic can be matched to bandwidth 
capacity, thus leading to almost zero buffer occupancy with synchronized 
MDs. The timing of running the MD algorithm in each flow is concentri-
cally controlled by the bottleneck node to exactly synchronize all flows. 
Because the aggregate traffic passing through the bottleneck node is the 
superposition of window sizes of all flows, the bottleneck queue occu-
pancy demonstrates the change as a sawtooth wave. By combining these 
mechanisms, ESTCP is able to overcome the TCP problems exhibited in 
static AIMD.

To constantly maintain full utilization of the link capacity, the fluc-
tuation range of the aggregate traffic must lie within the capacity of the 
bottleneck buffer. In the equilibrium state, all flows simultaneously and 
periodically experience packet drops due to buffer overflow, thus leading 
to invocation of MD, whereas throughputs of all flows do not change much 
and remain the same. Equilibrium state can be presented by
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where N is number of flows, BW is bottleneck link bandwidth, wi is win-
dow size of flow i, and di is equal to the minimum value of RTT for cor-
responding flow.

The throughput at the moment before invoking MD can be expressed 
as the congestion window size, cwndcur, divided by the RTT value, RTTcur. 
RTTcur is greater than the minimum value, RTTmin, due to the queuing 
delay. On the other hand, the throughput at the moment just after MD is 
equal to (βESTCP = cwndcur/RTTmin) because the queuing delay is near zero. 
According to the fact that the throughputs before and after invoking MD 
are the same in each flow, the ideal value of βESTCP can be defined as

 βESTCP
min

cur

RTT
RTT

= , (1.2)

where RTTmin denotes the minimum RTT measured since the beginning 
of the flow, and RTTcur shows the RTT value before invoking the MD 
mechanism.

In protocols that adopt the ACK clocking mechanism such as TCP, the 
rate of increase of the window size depends on the flow’s RTT. A larger 
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RTT results in slower growth of the congestion window because the con-
gestion window can increase only upon receiving a new ACK packet. The 
simplest solution to remove the effect of RTT on the rate of increase of the 
window size is to design the AI parameter proportional to the flow’s RTT. 
ESTCP uses the following AI parameter

 αESTCP = g−1 · RTTmin (1.3)

where g is a scaling parameter. In ESTCP, all flows are synchronized by 
feedback from the same bottleneck node. In addition, the aggregate traffic 
fluctuates within the buffer space. Hence, it is indeed important to control 
and stabilize the traffic changes. Fortunately, traffic can easily be handled 
by controlling g. A small value of g should be avoided because it makes 
traffic increase rapidly, leading to significant packet drops and breaking 
synchronization. On the other hand, large values of g prolong the invoca-
tion of MDs by the buffer overflow; thus, the system takes a long time to 
reach the equilibrium state because bandwidth fair sharing can be achieved 
by repeating AI and MD alternately.

The results of extensive simulations provided by Nishiyama et al. [13] 
confirm the robust performance of ESTCP when dynamic AIMD con-
trol is applied. Also, it is suggested that assistance from the network side 
dramatically enhances performance, whereas additional packet headers 
(increased complexity) in the protocol stack should be avoided.

1.7  WIRELESS DISTRIBUTED COMPUTING

Traditional wired distributed computing research has been around for 
many years. However, the main challenge for WDC over traditional dis-
tributed computing is the presence of the wireless channel. Wireless sys-
tems consume higher power, and energy and may induce delays due to the 
retransmissions required at the link layers [111]. The radio environment 
influences computational workload balancing and limits scalability in 
terms of network coverage, node density, and overall computational load.

WDC can potentially offer several benefits over local computing, 
including reduced energy and power consumption per node, reduced 
resources consumption of individual nodes, enhanced computational 
capability of wireless networks, and robustness. WDC networks can offer 
high- performance computational services with the ability to perform com-
plex tasks by utilizing the leveraged computational power of several radio 
nodes [112].

WDC exploits wireless connectivity to share processing-intensive tasks 
among multiple devices [14]. The goals are to reduce per node and net-
work power, energy, and processing resource requirements. WDC aims to 
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extend traditional distributed computing approaches to allow operation in 
dynamic network environments, as well as meet challenges unique to this 
concept, with the help of recently available enabling technologies. Today, 
WDC is possible due to the availability of key technologies such as

• Fault-tolerant computing
• Distributed computing
• Software-defined radio (SDR) and
• Cognitive radio (CR)

These technologies can offer capabilities such as collaboration among 
wirelessly connected computational devices, flexible link design, and 
adaptation and autonomous operation in dynamic environments. These 
capabilities enable flexible and optimized use of resources, reliable com-
munications, joint optimization of computation and communication pro-
cesses, and customization for the QoS requirements.

In WDC, however, a node’s processing and communication capacity 
may be limited. In addition, mobility and wireless channel variations 
introduce uncertainty into the otherwise traditional distributed computing 
environment, posing a challenge to the design and execution of distributed 
algorithms and ensuring their correctness, efficiency, and promptness.

1.7.1  Wdc aPPlications

Several classes of applications can potentially benefit from WDC [14]:

• Real-time data capture, processing and dissemination (time- critical 
data applications, such as portable mobile scientific computing, in 
which the captured data is processed to provide information to a 
remote node)

• Complex communication waveforms (robust communication sig-
nal processing approaches often involve complex computations 
that can be executed in a distributed manner)

• Information sharing (real-time sharing of multimedia data may 
require complex information coding and ad hoc networking 
capabilities)

• Robust process control (control applications require time-critical 
coordination among wireless sensors and actuators)

Applications include: image processing and pattern recognition, distrib-
uted data storage and database search to avoid communication with a 
remote server over unreliable and unsecure links. Also, there is an applica-
tion to enable the web indexing of user-generated content that is stored at 
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the mobile device and not on a remote server. The next is synthetic aper-
ture radar processing, jamming, signal detection and classification, as well 
as position location.

Example 1.4

Example scenario with WDC nodes and remote supernode is 
shown in Figure 1.23. Consider a collaborative wireless ad hoc 
network that may be composed of tactical handheld radios, radio 
nodes attached to unmanned aerial vehicles (UAVs), or sensor 
nodes. The master node in the network captures data (such as 
images) that holds the information required at a remote base.

Generally speaking, the data can be processed using two 
options [14]:

 1. Remote data processing, where unprocessed data is trans-
mitted over a long backhaul to a node abundant in resources 
located in the remote base

 2. In-network processing, where data is processed within the 
network before transmitting the processed information to 
the remote base

The second option, when performed in a distributed manner, 
also allows the use of a large number of relatively small, simple, 

WDC network of UAV radio nodes

WDC network of 
handheld radios

Long
backhaul

Long
backhaul

Remote
supernode

FIGURE 1.23 Scenario with WDC nodes and remote supernode.
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and inexpensive radio nodes in place of a single complex and 
expensive one. In addition, WDC minimizes the dependency of 
the handheld radios on remote supernodes for mission-critical 
computation services. For WDC network configuration, the mas-
ter node broadcasts data to the slave nodes, which return pro-
cessed data to the master node. Then, the master node transmits 
processed data to the remote base. Processed data accounts for 
a relatively smaller communication payload compared with raw 
data. The reduction in energy consumption of the wireless nodes 
is achieved in several ways. First, WDC enables in-network pro-
cessing, which significantly reduces the number of data bits trans-
mitted over the long backhaul at the cost of some computational 
energy consumption. Second, power-hungry processors activate 
cooling mechanisms only when the processor operates at a cer-
tain high clock frequency. In WDC, the required computational 
latency can be achieved by concurrently processing data in all 
the nodes at a fraction of the required rate.

1.7.2  Wdc design challenges

Limited and variable data rates over wireless channels can pose a bottle-
neck for applications involving high-speed multimedia computations. In 
such cases, buffering between communication and computational subsys-
tems can control message losses and delays. However, the limited buffer-
ing capacity of portable WDC nodes makes it challenging to address this 
problem.

Some distributed applications require the computational processes on 
different nodes in a WDC network to be synchronized with one another. 
Synchronization is particularly important when the processes have to 
interact with one another while executing the application. Synchronization 
involves the establishment of a temporal relationship between these pro-
cesses. In WDC networks, synchronization is a challenge when the com-
putational processes that have to be synchronized are heterogeneous in 
terms of their execution times. The execution time is uncertain when there 
are other computational processes contending for limited computational 
resources within each node.

Control of distributed application execution in the WDC network 
includes enabling cooperation between the processes, segmentation of 
computational task into subtasks, and optimal resource allocation. The dif-
ferent aspects of control involve additional challenges in terms of flexible 
network protocol design. Control can be either centralized, distributed, or 
a combination of both. In the case of distributed control, the consensus 
among nodes is made through agreement protocols.
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1.8  CONCLUDING REMARKS

With the rapid growth in the number of wireless applications, services, 
and devices, using a single wireless technology would not be efficient 
enough to deliver high-speed data rate and QoS support to mobile users 
in a seamless way. Next generation wireless networks will integrate (in 
a seamless manner) emerging radio technologies, ranked from personal 
to regional level, to create a heterogeneous system with improved capac-
ity and complementary coverage. Because of the obvious heterogeneous 
nature of NGWS, the first and most important step in the presentation of 
emerging and perspective radio technologies is the standardization process 
overview. Although some standards enhance older ones (e.g., Wi-Fi and 
WiMAX), others have introduced new wireless access concepts (LTE and 
cognitive radio). Taking into account the future of existing wireless tech-
nologies and the possibility of invoking a heterogeneous environment, this 
chapter seeks to provide a brief overview of different challenges for next 
generation wireless multimedia system deployment.

Some of these techniques, applied in a wireless environment to improve 
the existing and new standard developments, have drawn important atten-
tion to this area of research. Among the most significant concepts for wire-
less technologies’ interworking architectures, MIMO systems, cooperation 
techniques, relaying protocols, congestion control, as well as distributed 
computing, are imposed. The second part of this chapter is devoted to 
introducing these techniques.

From the interworking perspective, generic architecture for heteroge-
neous wireless networks together with access networks and multimodal 
terminal protocol stack are considered. A definition based on the level of 
service integration among networks is considered because of its indepen-
dence from underlying network technologies and architectures. Four inter-
working levels: video network service access, intersystem service access, 
intersystem service continuity, and seamless intersystem service continu-
ity are distinguished.

MIMO systems have great potential to improve the throughput perfor-
mance of next generation wireless networks and simultaneously reduce 
energy consumption by exploiting multiplexing and diversity gains. 
Multifunctional MIMO schemes are capable of combining the benefits of 
several MIMO schemes attaining diversity, multiplexing, and beamform-
ing gains. Several schemes have been introduced or discussed to mitigate, 
eliminate, or reduce the intercell interference. Among them, multi-BS 
MIMO cooperation schemes are expected to play a significant role in 
terms of interference mitigation.

The concept of cooperation is adopted in wireless networks in response 
to seamless user mobility support. Today, three cooperation techniques 
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are often used: cooperation to improve channel reliability through spatial 
diversity, cooperation to improve throughput by resource aggregation, and 
cooperation to achieve seamless service provisioning. The potential ben-
efits, such as improved reliability and throughput, reduced service cost 
and energy consumption, and support for seamless service provision, come 
with various challenges at different layers of the protocol stack. Also, fun-
damental cooperative approaches can be implemented in a network con-
text with special emphasis given to cooperative routing.

The traditional relaying protocol is capable of improving the achiev-
able E2E channel quality, but it requires four communication phases (i.e., 
time slots), which is twice as many as in classic direct communication. 
The successive relaying scheme requires nearly the same number of time 
slots as direct communication, but it needs an additional relay. As another 
approach to save valuable communication resources, network coding may 
be adopted, and here it is envisioned as a promising relaying protocol solu-
tion for NGWS.

In TCP, all packet losses are assumed to be caused by network con-
gestion, thus leading to the reduction of window size by multiplicative-
decrease algorithm. Therefore, the throughput of TCP can be improved if 
it is possible to distinguish link error–related losses from congestive ones. 
Drastic performance improvement cannot be expected without network 
node support, which can directly observe traffic conditions.

Finally, WDC enables powerful computing and extended service execu-
tion capabilities with the help of a collaborative network of small form 
factor radio nodes that operate with reasonably low-capacity batteries. The 
WDC network can potentially operate as an overlay on diverse wireless 
platforms. A comprehensive framework for executing distributed applica-
tions in a generic WDC network is still in the nascent stage.
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2 Cognitive Radio 
Networks

Because cognitive radio technology can significantly help spectrum utili-
zation by exploiting some of the parts unused by licensed users, it is rap-
idly gaining popularity and inspiring numerous applications. It should be 
mentioned that cognitive radio is the driver technology that enables next 
generation wireless networks to use spectrum in a dynamic manner. It can 
be defined as a radio that can change its transmitter parameters based on 
interaction with the environment in which it operates. The current concept 
shows the big picture of international standardization processes related to 
cognitive radio systems. Understanding these standardization activities is 
very important for both academia and industry to select important research 
topics and promising business directions. Most of the research on cogni-
tive radio technology to date has focused on single-hop scenarios, tackling 
physical or medium access control layer issues, including the definition of 
effective spectrum sensing, decision, and sharing techniques. The research 
community started to realize the potential of multihop cognitive radio 
networks (CRNs), which can open up new and unexplored service pos-
sibilities, enabling a wide range of pervasive communication applications. 
Routing in multihop CRNs is a promising research area in well-explored 
wireless environments. A growing number of solutions targeting routing 
and channel assignments have been proposed by the research community. 
Designing routing algorithms and protocols for dynamic CRNs raises 
several issues related to route stability, control information exchange, and 
channel synchronization. The medium access control (MAC) protocols 
should consider the key features of cognitive networks such as the lack of a 
central unit to coordinate the communication, dynamic topology, require-
ments to keep interference to primary users minimal, and variation of 
spectrum availability with time and location.

2.1  INTRODUCTION

Cognitive radio (CR), in its original meaning, is a wireless communication 
paradigm utilizing all available resources more efficiently with its ability 
to self-organize, self-plan, and self-regulate [1]. CR-based technology aims 
to combat scarcity in the radio spectrum using dynamic spectrum access 
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(DSA). DSA technologies are based on the principle of opportunistically 
using available spectrum segments in a somewhat intelligent manner [2]. 
Because of the complexities involved in designing and developing CR sys-
tems (CRS) [3], more emphasis has been placed on the development of 
hardware platforms for full experimentation and CR features testing [4]. 
Since 1999, numerous different platforms and experimental deployments 
have been presented. These CR test beds differ significantly in their design 
and scope. Thus, the questions that often arise are how mature these plat-
forms are, what has been learned from them, and if any trends from the 
analysis of functionalities provided by these platforms can be identified.

CR transceivers have the capability of completely changing their trans-
mitter parameters (operating spectrum, modulation, transmission power, 
and communication technology) based on interactions with the surround-
ing spectral environment. They can sense a wide spectrum range, dynami-
cally identify currently unused spectrum blocks for data communications, 
and intelligently access the unoccupied spectrum called spectrum oppor-
tunities [5]. Devices with cognitive capabilities can be networked to create 
CRNs, which are recently gaining momentum as viable architectural solu-
tions to address the limited spectrum availability and the inefficiency in 
spectrum usage [6]. The most general scenario of CRNs distinguishes two 
types of users sharing a common spectrum portion with different rules:

• Primary (licensed) users (PUs) who have priority in spectrum uti-
lization within the band and

• Secondary users (SUs) who must access the spectrum in a non-
intrusive manner

PUs use traditional wireless communication systems with static spectrum 
allocation, whereas SUs are equipped with CRs and exploit spectrum 
opportunities to sustain their communication activities without interfering 
with PU’s transmissions.

CR was first identified as a preferred technology for high-end applications in 
the military and public safety domains when the general concept had emerged 
[1]. Then CR research was also oriented toward the needs of civil wide area 
(cellular) and short-range communication systems. Early civil CR research 
was mainly motivated by ensuring an efficient operation of equipment in the 
5 GHz band, whereas recent studies further investigate operation in lower fre-
quency bands [7]. The involved industrial, regulatory, and academic partners 
were attracted to CR-based technology by the prospect of a hugely increased 
level of spectral efficiency and improved overall system capacity exploita-
tion, among others, thanks to the dual exploitation of spectrum by applying 
opportunistic spectrum usage, as well as a mobile terminal being aware of its 
(heterogeneous) context and dynamically adapting its parameters such that its 
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operational objectives are reached in an optimum way. For example, mobile 
terminals aware of surrounding radio access technologies (RATs) and select 
those that guarantee to fulfill its quality of service (QoS) requirements at the 
lowest cost in terms of subscription cost, power consumption, etc. This concept 
(aka network selection) will be analyzed in Chapter 4 in detail.

Standards are crucial for the development of new CR technologies as 
they encourage innovation in the industry and shorten the time to mar-
ket of products and technologies [8]. Standardization efforts are taking 
place within the Institute of Electrical and Electronics Engineers (IEEE), 
European Computer Manufacturers Association (ECMA), European 
Telecommunications Standards Institute (ETSI), and International Tele-
communication Union (ITU). One of the first IEEE Working Groups to 
consider CR technology was IEEE 802.22, created in 2004 and developing 
a standard for WRANs using white spaces in the TV frequency spectrum 
(see Chapter 1 part 1.2). Growing interest in CR was demonstrated start-
ing in 2005 of the IEEE Communications Society Technical Committee 
on Cognitive Networks. Moreover, due to the importance of CR, the IEEE 
initiated a set of standardization projects called IEEE P1900 in 2004, 
which evolved into the IEEE Standards Coordinating Committee 41 (IEEE 
SCC41) in 2006. The activities of the IEEE SCC41 aim at facilitating the 
development of research ideas into standards to expedite the results of 
research for public use. Recently, the IEEE SCC41 has become the premier 
forum for CR standardizing concepts, and was renamed as IEEE Dynamic 
Spectrum Access Networks Standards Committee (DySPAN-SC) [9]. 
Another relevant standard is ECMA-392 [10], initially  published in 
2009  and revised in 2012, which specifies a physical (PHY) layer and 
MAC sublayer for personal/portable CRNs operating in TV bands. The 
work in ETSI Reconfigurable Radio Systems Technical Committee is 
complementary to the activities of the IEEE DySPAN and IEEE 802, with 
the focus on the software-defined radio (SDR) standards beyond the IEEE 
scope, CR/SDR standards addressing the specific needs of the European 
Regulation Framework, and TV white spaces (TVWS) standards adapted 
to the digital TV signal characteristics in Europe [11].

Most of the research related to CRNs to date has focused on single-hop 
scenarios tackling PHY and MAC layers issues, including the definition of 
effective spectrum sensing, decision, and sharing techniques [12]. Recently, 
the research community has started realizing the potentials of multihop 
CRNs, which can open up new and unexplored dimension enabling a wide 
range of pervasive communications applications. The cognitive paradigm 
can be applied to different scenarios of multihop wireless systems includ-
ing mesh networks featuring a semistatic network infrastructure [13] and 
ad hoc networks characterized by completely self-configuring architecture 
[14]. Effective routing solutions must be integrated into the work carried 
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out on the lower layers while accounting for the unique properties of the 
cognitive environment.

Traditional wireless networks (such as cellular systems) have been 
designed from a centralized perspective with a predefined infrastructure, 
but this rigid approach lacks flexibility and adaptability, which are advan-
tages of next generation CRSs. Thus, it is of paramount importance to 
design self-configurable CR-based networks that are aware of and adapt-
able to the changing environment to coexist harmoniously with other wire-
less systems that use a variety of protocols in the same frequency bands 
[8]. The design of such networks requires the development of a number 
of new access and transmission technologies to ensure successful coexis-
tence and to avoid interference. CR technologies such as DSA create huge 
opportunities for research and development in a wide range of applications 
including spectrum sensing, navigation, biomedicine, etc.

This chapter starts with a CRS concept. Next, dealing with CR-related 
applications is performed. Spectrum sensing is also included. After that, 
the importance of multihop CRNs is presented. Access control in distrib-
uted CRNs concludes the chapter.

2.2  COGNITIVE RADIO SYSTEM CONCEPT

Cognition is “the process involved in knowing, or the act of knowing, which, in 
its completeness, includes awareness and judgment” [15]. Clearly, and as often 
pointed out, perceiving, recognizing, and reasoning are also closely related to 
the cognitive process. Cognition is not a completely new concept in wireless 
multimedia communications. As a matter of fact, system states like channel 
condition and usage of available resources can usually be obtained by sensing 
the surrounding wireless environment from a received signal.

The term cognitive radio, coined by Mitola and Maguire [1], “identi-
fies the point at which wireless personal digital assistants and the related 
networks are sufficiently computationally intelligent about radio resources 
and related computer-to-computer communications to detect communica-
tions needs as a function of use context, and to provide radio resources and 
services most appropriate to those needs.” CR and SDR are two relatively 
new concepts in wireless multimedia communications that will change the 
way that radio systems are designed and operated. Also, these changes 
will have significant effects on antenna requirements in applications from 
mobile to satellite communications [16].

2.2.1  Cognitive Radio

The existence of many wireless communications applications, especially 
in the region of 0.8 to 3 GHz, has increased the spectrum use, causing 
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significant spectrum congestion [17]. As presented in Figure 2.1, there 
are three fundamental cognitive tasks in the perception–action cycle of 
CR [18]:

 a. Radio scene analysis of the environment, which is performed in 
the receiver

 b. Dynamic spectrum management and transmit power control, both 
of which are performed in the transmitter, and

 c. Global feedback, enabling the transmitter to act in light of infor-
mation about the radio environment feedback to it by the receiver

There are a number of DSA models possible, such as shared use by under-
lay methods, as in the ultra-wideband (UWB) systems, overlay as in CR 
used in industrial, scientific, and medical (ISM) bands.

2.2.2  SoftwaRe-defined Radio

The current trust in SDR was first described by Mitola [19]. Since that first 
description, interest has risen, driven to some extent by the great promise 
of  low cost and available processing. SDR is seen as an enabling tech-
nology for CR. It offers much promise to increase spectrum usage effi-
ciencies to users in a wide variety of applications, covering commercial, 
military, and space communications [16]. SDR does not represent a single 
concept, but has several definitions. For example, one is given by Wireless 
Innovation Forum (WinnF) [20], working in collaboration with the IEEE 
P1900.1 group, as “radio in which some or all of the physical layer func-
tions are software-defined.” Others include software-based radio, recon-
figurable radio, and flexible architecture radio. The early concept of an 
amplifier followed by analog to digital converter is used at very low fre-
quencies [21].
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An example of SDR architecture is shown in Figure 2.2 with the addi-
tion of low-noise and high-power amplifiers. This reflects the travel in SDR 
transceiver design, toward integrating radiofrequency (RF) front ends and 
signal processing circuits onto one chip, which is driven by requirements 
for small and low-cost equipment.

2.2.3  CapabilitieS of Cognitive Radio SyStem

ITU-Radio Communication Sector (ITU-R) Working Party 1B defines the 
CRS as a radio system employing technology that provides the system the 
capability to obtain knowledge of its environment, to adjust operational 
parameters and protocols, and finally, to learn from the obtained results 
[22]. The knowledge used by the CRS includes operational radio and geo-
graphic environment, internal state, established policies, usage patterns, 
and users’ needs. The methods for obtaining knowledge include [23]: get-
ting information from component radio systems, geolocation, spectrum 
sensing, and access to a cognitive pilot channel (CPC) and white spaces 
database. Component radio systems of the CRS include received signal 
power, signal to interference and noise ratio (SINR), and load. Frequency 
bands and RATs used by base stations and terminals, as well as transmis-
sion power values, contribute a lot to the knowledge of the CRS. The posi-
tions of base stations, terminals, and other radio systems can be obtained 
using geolocation. It can be performed using localization systems such as 
global positioning system (GPS) or wireless positioning system. White 
spaces database access and spectrum sensing are very important in some 
deployment scenarios of the CRS. These two approaches are used to iden-
tify white spaces and detect PUs, although they may also be used to detect 
SUs. As for CPC, it serves as a means to exchange information between 
components of the CRS, and in such cases the CPC is typically consid-
ered a part of the CRS.
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FIGURE 2.2 An example of SDR architecture.
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The next characteristic of the CRS is its capability to dynamically and 
autonomously adjust its operational parameters and protocols accord-
ing to the obtained knowledge to achieve some predefined objectives. 
Adjustment consists of two stages: decision making and reconfiguration. 
CRS includes an intelligent management system responsible for making 
decisions regarding parameters and protocols that need to be adjusted. The 
reconfiguration stage may include a change of the following parameters: 
output power, frequency band, and RAT.

The third key characteristic of the CRS is its capability to learn from the 
results of its actions to further improve its performance. Figure 2.3 shows 
CRS concept summary. The main components of the CRS are the intelli-
gent management system and reconfigurable radios. The four main actions 
of the CRS are obtaining knowledge, making decisions, reconfiguration, 
and learning [23].

Using the obtained knowledge, the CRS makes reconfiguration deci-
sions according to predefined objectives to improve the efficiency of spec-
trum usage. Based on the decisions made, the CRS adjusts operational 
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parameters and protocols, whereas the learning results contribute to both 
obtaining knowledge and decision making.

2.2.4  CentRalized and deCentRalized Cognitive Radio SyStem

The centralized and decentralized solutions for CRS are shown in Figure 
2.4. The centralized, operator-driven solution is designed for wide area 
utilization. On the other hand, the decentralized solution is used for local 
area ad hoc/mesh networking [7].

The centralized CRS concept is represented by the composite wireless 
network including cognitive network management systems. Here, the key 
components are the operator spectrum manager (OSM) and joint radio 
resource management (JRRM). The decentralized CRS concept is repre-
sented by the cognitive mesh network controlled by the cognitive control 
network. As for the key enabling technologies, they include SDR and multi-
radio user equipment (UE), reconfigurable base stations (BSs) management, 
spectrum sensing, CPC, cognitive control radio and networking, geoloca-
tion, primary protection database, and distributed  decision making [7].

2.2.5  Cognitive pilot Channel

The CPC is defined in ETSI TR 102 683 V1.1.1 [24] as a channel that con-
veys the elements of necessary information facilitating the operations of 
the CRS. The CPC provides information on which radio accesses can be 
expected in a certain geographical area. This information includes operator 
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information, RAT type as well as used frequencies. Besides this, the CPC 
can potentially also communicate other data such as pricing information 
and (potentially time variant) usage policies, and can even be used to trans-
mit missing protocols [25]. In this way, a CPC can eliminate the need for 
continuous scanning of the entire spectrum, while allowing services and 
RATs to be changed without limits. Moreover, if applied on a regional or 
global scale, a harmonized CPC frequency can greatly improve the cross-
border functionality of devices.

The CPC is used to support a terminal during the startup phase in an 
environment where the terminal does not yet know the available RATs and 
corresponding used frequencies [7]. In the context of a secondary system, 
the CPC is used to exchange sensing information between MTs and BSs 
to perform collaborative/cooperative sensing, facilitating the searching of 
white spaces to start communication. Also, the CPC is used for an efficient 
level of collaboration between a network and the terminals by supporting 
radio resource management optimization procedures.

The basic principle of the CPC is shown in Figure 2.5 as an example of 
its usage in a heterogeneous RAT environment. Different CPC deployment 
approaches are possible.

In the out-band CPC solution, the CPC is conceived as a radio chan-
nel outside the component RAT. The CPC uses either a new radio inter-
face, or alternatively, an adaptation of legacy technology with appropriate 
characteristics. In the in-band CPC solution, the CPC is conceived as a 
logical channel within the technologies of the heterogeneous radio envi-
ronment. CPC can be observed as a promising solution for the distribution 
of required information for network selection initiation and will be ana-
lyzed in Chapter 4.
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FIGURE 2.5 Basic principle of CPC.
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2.2.6  Key typeS of Cognitive Radio SyStemS

Two key types of the CRS can be identified [22]: heterogeneous CRS and 
spectrum-sharing CRS.

In the heterogeneous CRS, one or several operators are exploiting more 
RANs using the same or different RATs. Frequency bands allocated to 
these RANs are fixed. Operators provide services to users having differ-
ent terminals. One type of terminal is legacy, designed to use a particu-
lar RAT. Such a terminal can connect to one particular operator or other 
operators having roaming agreements with the home operator. Another 
type of terminal has the capability to reconfigure itself to use different 
RATs operated by different operators. Optionally, this type of terminal can 
support multiple simultaneous links with RANs. In one scenario, the CRS 
has only legacy BSs, although some of the terminals are reconfigurable. 
Such terminals can make decisions to reconfigure themselves to connect 
to different component RANs inside the CRS. The heterogeneous CRS 
is considered in the IEEE 802.21 (see Chapter 4) and IEEE 1900.4 [26] 
standards.

In the spectrum-sharing CRS, several RANs using the same or differ-
ent RATs can share the same frequency band. One deployment scenario 
of this type of CRS is when several RANs operate in unlicensed or lightly 
licensed spectrums, where the CRS capabilities can enable the coexistence 
of such systems. Another deployment scenario is when a secondary sys-
tem operates in the white spaces of a TV broadcast operator frequency 
band. In such a scenario, the CRS capabilities should provide protection 
for the primary service (TV broadcast) and coexistence between second-
ary systems. Spectrum-sharing CRS is considered in the following stan-
dards: IEEE 1900.4, IEEE 1900.6 [27], IEEE 802.11y [28], IEEE draft 
standard P802.11af [29], IEEE draft standard P802.19.1 [30], IEEE 802.22 
(see Chapter 1), and ECMA-392 [10].

2.2.7  Cognitive CyCle

The cognitive capability of a CR enables real-time interaction with its 
environment to determine appropriate communication parameters. Also, 
adoption into the dynamic radio environment is of great importance. The 
cognitive cycle is shown in Figure 2.6. There are three main steps in the 
cognitive cycle [6]: spectrum sensing, spectrum analysis, and spectrum 
decision.

In spectrum sensing, a CR monitors the available spectrum bands, 
records their information, and then detects the spectrum holes. Spectrum 
analysis takes into account the spectrum hole’s characteristics that are 
detected and estimated through spectrum sensing. Spectrum decision 

 



75Cognitive Radio Networks

understands that a CR determines the data rate, the transmission mode, 
and the bandwidth of the transmission. Then, the appropriate band is cho-
sen according to the spectrum’s characteristics and the user’s requirements.

When the operating spectrum band is determined, the communication 
can be performed over this spectrum band. However, because the radio 
environment dynamically changes over time and space, the CR should 
keep track of the changes in the radio environment. If the current spectrum 
band becomes unavailable, the spectrum mobility function is performed 
to provide a seamless transmission. Any environmental change during the 
transmission such as PU appearance, user movement, or traffic variation 
can trigger this adjustment.

2.2.8  ReConfiguRable Radio SyStemS management and ContRol

Reconfigurability is the capability to adjust operating parameters for trans-
mission without any modifications on the hardware’s components. This 
capability enables the CR to adapt easily to the dynamic radio environ-
ment [6]. The reconfigurable parameters that can be incorporated into the 
CR include operating frequency, modulation, transmission power, and 
communication technology.

A CR is capable of changing the operating frequency. Based on the 
information about the radio environment, the most suitable operating fre-
quency can be determined and the communication can be dynamically 
performed on this appropriate operating frequency.

A CR should reconfigure the modulation scheme adaptive to the users’ 
requirements and channel conditions. For example, in some delay-sensitive 
applications, the data rate is more important than the error rate. Thus, the 
modulation scheme that enables the higher spectral efficiency should be 
selected. On the other side, loss-sensitive applications focus on the error 
rate, which necessitate modulation schemes with low bit error rates.
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FIGURE 2.6 Cognitive cycle.
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Transmission power can be reconfigured within the power constraints. 
Power control enables dynamic transmission power configuration within 
the admissible power limit. If higher power operation is not necessary, the 
CR reduces the transmitter power to a lower level to allow more users to 
share the spectrum and to decrease the interference.

Communication technology understands that a CR can be used to 
provide interoperability among different systems. The CR transmission 
parameters can be reconfigured at the beginning of a transmission, as well 
as during the transmission.

ETSI RRS WG3 has collected and reported the following set of require-
ments for defining a functional architecture that is able to provide opti-
mized radio and spectrum resources management [31]:

• Personalization, to support various classes of users
• Support of pervasive computing, enabled by the existence of sen-

sors, actuators, and WLANs in all application areas
• Context awareness, for efficiently handling multiple, dynamically 

changing, and unexpected situations
• Always best connectivity, for optimally serving equipment and 

users in terms of QoS and cost
• Ubiquitous application provision for the applications above
• Seamless mobility, for rendering the user’s agnostic of the hetero-

geneity of the underlying infrastructure
• Collaboration with alternate RATs for contributing to the achieve-

ment of always best connectivity
• Scalability, for responding to frequent context changes

To address these requirements, a proper functional decomposition was 
proposed in ETSI TR 102 682 V1.1.1 [31]. The functional blocks, together 
with the interfaces among them and their distribution between networks 
and terminals, are depicted in Figure 2.7.

The dynamic spectrum management (DSM) block is responsible for the 
medium-term and long-term (both technical and economical) management 
of spectra and, as such, it incorporates functionalities like provisioning 
of information for spectrum assignments and occupancy evaluation and 
decision making on spectrum sharing. Dynamic self-organizing network 
planning and management (DSONPM) caters to medium-term and long-
term management at the level of a reconfigurable network segment (e.g., 
incorporating several BSs). It provides decision-making functionality for 
QoS assignments, traffic distribution, network performance optimization, 
RATs activation, configuration of radio parameters, and so on.

JRRM block functionalities mainly include radio access selection, 
neighborhood information provision, and QoS/bandwidth allocation/
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admission control. Finally, configuration control module (CCM) is respon-
sible for the enforcement of the reconfiguration decisions typically made 
by the DSONPM and JRRM. The interfaces between the identified func-
tional blocks used in this architecture are summarized in Table 2.1.

Example 2.1

The characteristic of CR transceiver is a wideband sensing capa-
bility of the RF front-end [6]. This function is mainly related to RF 
hardware technologies such as wideband antenna, power ampli-
fier, and adaptive filter. The wideband RF signal presented at the 
antenna includes signals from close and widely separated trans-
mitters and from transmitters operating at widely different power 
levels and channel bandwidths. As a result, detection of weak 
signals must frequently be performed in the presence of very 
strong signals. Thus, there will be extremely stringent require-
ments placed on the linearity of the RF analog circuits as well 
as their ability to operate over wide bandwidths. RF hardware 
for the cognitive radio should be capable of tuning to any part 
of a large range of frequency spectrum. Such spectrum sensing 
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enables real-time measurements of spectrum information from 
the radio environment. The wideband CR front-end architecture 
[32] is shown in Figure 2.8.

The components of a front-end architecture are as follows. 
The RF filter selects the desired band by bandpass filtering the 
received RF signal. A low-noise amplifier (LNA) amplifies the 
desired signal while simultaneously minimizing the noise com-
ponent. In the mixer, the received signal is mixed with a locally 

TABLE 2.1
Interfaces in ETSI Reconfigurable Radio System Architecture

Interface Location Description

MS Between DSM and 
DSONPM

Requests and information exchange about 
available spectrum for the different RATs, 
spectrum opportunities, as well as the 
cost of service provision

MC Between DSONPM and 
CCM

Exchange of configuration information

MJ Between DSONPM and 
JRRM

Information exchange on the current 
context, i.e., the amount of resources used 
in each RAT and cell as well as other 
relevant context and status information

CJ Between CCM and JRRM Reconfiguration related synchronization
CR Between CCM and RAT Underlying RATs configuration/

reconfiguration execution
JR Between JRRM and RAT Exchange resource status information, like 

cell load or measurements, of the current 
active and candidate links

JJ-TN Between the JRRMs on 
terminal and network side

Send neighborhood information from the 
network to the terminal, provide access 
selection information (e.g., policies or 
handover decisions), exchange 
measurement information (link 
performances, spectrum usage, etc.)

SS Between DSM instances Exchange information about spectrum 
usage policies, negotiate on the spectrum 
usage between operators

MM Between DSONPM 
instances

Information exchange on the network 
configuration to avoid or reduce 
interference

JJ-NN Between two JRRM 
instances on network side

Support the handovers negotiation and 
execution between different operators
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generated RF frequency and converted to the baseband or the 
intermediate frequency. A voltage-controlled oscillator (VCO) 
generates a signal at a specific frequency for a given voltage to 
mix with the incoming signal. A phase-locked loop (PLL) ensures 
that a signal is fixed on a specific frequency and can also be used 
to generate precise frequencies with fine resolution. The channel 
selection filter is used to select the desired channel and to reject 
the adjacent channels. The direct conversion receiver uses a low-
pass filter for channel selection. On the other hand, the superhet-
erodyne receiver adopts a bandpass filter. Automatic gain control 
(AGC) maintains the gain or output power level of an amplifier 
constant over a wide range of input signal levels. Wideband sig-
nal is received through the RF front-end, sampled by the high-
speed A/D converter with high resolution, and measurements are 
performed for the detection of the licensed user signal.

Example 2.2

An example of a prototype spectrum-sharing CRS can be designed 
based on the system architecture and functions described in the 
previous part of this chapter. The CRS is operated in frequency 
bands from 400 MHz to 6 GHz for user communication. The CRS 
also utilizes 720 MHz band for out-of-band pilot channel (OPC) 
transmitter. Because the frequency band for the OPC is not stan-
dardized, the 720 MHz band is adopted for empirical evaluation 
purposes [33].

In this prototype, the OPC transmitter is implemented inside 
the CR base station (CRBS). Therefore, the CRBS is composed of 
a user data communication part and an OPC part, as shown in 
Figure 2.9. Each part is composed of CPU, field-programmable 
gate array (FPGA), and RF boards. The CPU board executes pro-
cessing of layer 3 and above, whereas the FPGA board executes 

LNA

VCO

AGC A/D

PLL

FIGURE 2.8 Wideband front-end architecture for cognitive radio.
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PHY baseband processing and MAC. The RF board executes PHY 
modulation and demodulation. The two CPU boards are con-
nected via Ethernet and radio configuration information is pro-
vided from the user data communication part to the OPC part over 
IP. The CPU and FPGA boards are connected via CPU bus. The 
FPGA and RF boards are connected via analog I/O and control 
bus. The RF board has four RF interfaces according to frequency 
bands. The hardware architecture of the CR terminal is similar as 
the user data communication part of CRBS. Additionally, the CR 
terminal has a display connected to the CPU board. Specifications 
for the user data communications and the OPC radio terminal are 
shown in Table 2.2.

The user data communications is capable of selecting opera-
tional frequency from a wider range of frequencies and a higher 
data rate. On the other hand, the OPC is capable of using only 
fixed frequencies and low data rate. This is because a narrower 
frequency band of 4.15 MHz is assigned to the OPC compared 
with the 20 MHz assigned to the user data communication. 
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Because the OPC should be capable of more reliable commu-
nications, binary phase shift keying (BPSK) for OFDM subcarrier 
and higher output power are used for the OPC.

2.3  COGNITIVE RADIO DEPLOYMENT ISSUES

There are new opportunities for CR to enable a variety of emerging appli-
cations. CR has emerged as a promising technology to enhance spectrum 
utilization through opportunistic on-demand spectrum access [34]. The 
cognitive capability provides spectrum awareness, whereas reconfigurabil-
ity enables a CR user to dynamically adapt its operating parameters to the 
surrounding wireless environment. More specifically, the CR can be pro-
grammed to transmit and receive over widely separate frequency bands, 
adapt its transmit power, and determine its optimal transmission strategy. 
At the same time, the licensed users of the spectrum are not affected. This 
necessitates adapting to the dynamically changing spectrum resource, 
learning about spectrum occupancy, and making decisions on the qual-
ity of the available spectrum resource including its expected duration of 
use and disruption probability. Thus, CRNs help make efficient use of 
the available spectrum by using bands, such as TV broadcast frequencies 
below 700 MHz.

CR is being intensively researched as the enabling technology for sec-
ondary access to TVWS [35]. The TVWS comprises large portions of the 
UHF spectrum (and VHF in the United States) that is becoming avail-
able on a geographical basis for sharing as a result of the switchover from 
analog to digital TV. This is where SUs can, using unlicensed equipment, 
share the spectrum with the digital TV transmitters and other primary 
(licensed) users such as wireless microphones.

TABLE 2.2
Spectrum-Sharing Prototype Terminals’ Specification

Characteristic
User Data Communications 

Terminal OPC Terminal

Frequency UHF, 1.9–2.1, 2.4–2.6, 5GHz 720/722 MHz
Bandwidth 20 MHz 4.15 MHz
PHY modulation OFDM (total 52 carriers: 48 for data + 4 for control)
Subcarrier 
modulation

16QAM, FEC (coding rate 
1/2, constraint length 7)

BPSK, FEC (coding rate 1/2, 
constraint length 7)

MAC IEEE 802.11 compatible
Output power +10 dBm +20.66 dBm
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In both the United States [36] and the United Kingdom [37], the regu-
lators have given conditional endorsement to this new sharing mode of 
access. Also, there is significant industry effort under way toward stan-
dardization, trials, and test beds. These include geolocation databases and 
sensing for PU protection, agile transmission techniques, and the so-called 
etiquette protocols for intrasystem and intersystem coexistence in TVWS 
[35]. The provision of commercial services based on the technology (e.g., 
unlicensed mobile or wireless home networks) will involve situations with 
systems of multiple cognitive equipment types that may belong to either 
the same or different service providers.

2.3.1  tvwS SeRviCeS

There is a growing demand for high data-rate wireless services such as 
data, video, and multimedia to users in homes, in offices, and on the move. 
On the other side, telecom operators are under pressure to cost-effectively 
provide universal broadband service to rural communities, and are investi-
gating wireless options as an alternative to wired technologies [38].

Network operating costs cause traditional macro network designs to be 
uneconomical in providing equivalent coverage and capacity using licensed 
3G and LTE bands because of the need for smaller cells. This need arises 
both from demand for higher bit rates and to support more users in the 
system. Therefore, alternative solutions based on CR technology operating 
on an exempt–exempt basis in the TVWS spectrum are becoming com-
mercially interesting, in particular for operators with significant network 
infrastructure. Also, TVWS can provide a viable and highly scalable alter-
native to conventional solutions based on cellular or Wi-Fi technologies (or 
both) [35].

Implementations of TVWS services are likely to start with point-to-
multipoint deployments (zero mobility), such as rural broadband access 
and backhaul to small 3G/4G cells, and later progress to more mobile and 
QoS-aware systems. Access to TVWS will enable more powerful Internet 
connections with extended coverage and improved download speeds. Time-
division duplex (TDD) systems are preferable to frequency division duplex 
(FDD) when using TVWS because FDD requires a fixed separation of BS 
transmit and terminal transmit frequencies. This condition restricts the num-
ber of available TVWS channels. TDD is free from this restriction and is 
also better suited to asymmetrical links. These factors point toward Wi-Fi, 
WiMAX, and LTE being suitable candidates that have mature standards.

The commercial case for using TVWS will depend on the amount of 
spectrum that becomes available for sharing, on how the availability of 
this spectrum varies with location, and on transmit power allowed by cog-
nitive devices [39].
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User cases in TVWS can be classified into three scenarios [35]:

 1. Indoor services, which generally require small coverage, and 
hence, power levels that are either significantly lower, due to bet-
ter propagation characteristics in the VHF/UHF bands, or compa-
rable to that used in current ISM bands

 2. Outdoor coverage from indoor equipment, which requires penetra-
tion through barriers with medium range coverage (a few hundred 
meters), and hence, power levels that are generally higher than or 
comparable to that in the ISM bands

 3. Outdoor services, which may require significantly higher transmit 
power levels that are currently permitted in the ISM bands, com-
parable to those used by cellular systems

Most indoor applications of TVWS can already be realized using Wi-Fi 
and ZigBee technology operating in the 2.4 and 5 GHz ISM bands. The 
main advantage of using TVWS is that the additional capacity offered 
will help relieve congestion, in particular in the 2.4 GHz band. This use 
can also result in better indoor propagation of signals through the home. 
Furthermore, the lower frequencies of TVWS bands can result in lower 
energy consumption compared with Wi-Fi and ZigBee. This is an interest-
ing advantage for use case scenarios that involve battery-powered devices.

2.3.2  SeCondaRy aCCeSS to white SpaCeS uSing Cognitive Radio

Secondary operation of CR in TV bands is conditioned by regulators on 
the ability of these devices to avoid harmful interference to incumbents, 
which in addition to TV stations, include program producers and special 
event users. Furthermore, successful operation in these bands relies on the 
ability of CRs to reliably detect and use TVWS. To achieve these objec-
tives, the main methods have been considered and evaluated by a number 
of regulators such as geolocation databases, beacons, and spectrum sens-
ing [40].

In geolocation databases approach, a CR device queries a central data-
base with its location and other device specifications to find out which 
TVWS frequencies are available for its operation at a given location and 
time, height, and required service area. The geolocation database then 
uses this information along with a database of location, transmit power, 
frequencies, and antenna radiation patterns of all TV transmitters to per-
form a set of propagation modeling calculations [41]. The outcome of these 
calculations is a list of available TVWS channels that can be used by the 
requesting device without causing harmful interference to TV services. 
Limits on allowed transmit powers, and possibly time validity parameters 
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for each channel are also included. Protection via a geolocation database is 
mainly applicable to systems that have usage patterns that are either fixed 
in time or vary slowly. In that way, information stored in a database does 
not require frequent updating. Furthermore, devices need to know their 
locations with a level of accuracy prescribed by regulators (50–100 m for 
TVWS access). First, to access the database, a device needs to either be 
connected to the Internet over a wired link or be able establish a wireless 
link that does not require secondary spectrum. Some of these issues can be 
addressed in master–slave communication architectures in which a master 
device, such as AP or BS, is already connected to the Internet via a wire-
less or fixed link and can also geolocate itself. Then, the master node uses 
its location to query the geolocation database about available secondary 
spectrum within a predefined service range.

With the beacons method, CRs only transmit if they receive an enabling 
beacon granting them use of vacant channels. Alternatively, a CR may 
transmit as long as it has not received a disabling beacon denying it the use 
of these channels. One issue with this approach is that it requires a beacon 
infrastructure. Furthermore, beacon signals can be lost due to mechanisms 
similar to the hidden node problem, which occurs when there is blockage 
between the secondary device and a primary transmitter [39].

Spectrum sensing is a crucial technique in CRNs to accurately and 
efficiently detect PUs for avoiding interference. In this method, devices 
autonomously detect the presence (or absence) of primary system signals 
using a detection algorithm. Many unpredictable problems (for example, 
channel instability and noise uncertainty) can significantly degrade the 
performance of spectrum sensing, which is characterized by both sensing 
accuracy and sensing efficiency [42].

Sensing accuracy refers to the precision in detecting PU signals such 
that the primary transmissions are not interfered. It is represented by a 
false alarm probability and a detection probability. On the other hand, 
sensing efficiency refers to the number of spectrum opportunities discov-
ered by consuming a unit of sensing cost in terms of sensing overhead and 
throughput. Sensing accuracy and efficiency are two opposite aspects that 
reflect the performance of spectrum sensing. It is observed that more sens-
ing SUs will lead to higher sensing accuracy but more sensing overhead, 
that is, less sensing efficiency. Because the overall system performance of 
CRNs potentially depends on both aspects, the trade-off between them 
should be optimally addressed.

To solve the hidden node problem, cooperative sensing algorithms have 
been proposed [42], in which multiple users of the secondary system coop-
erate to combat the unpredictable dynamics in wireless environments and 
improve sensing accuracy and efficiency. The procedure for cooperative 
spectrum sensing is shown in Figure 2.10.
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The source SU that intends to transmit packets will send a request to the 
fusion center, claiming for the cooperative spectrum sensing. The fusion 
center is responsible for receiving and combining the sensing results to 
make a final decision. It selectively assigns several cooperative SUs for 
cooperation. The sensing results are sent back to the fusion center for col-
laborative decision. Once the spectrum opportunities are discovered, the 
packets can be transmitted from the source to the destination SU on the 
detected channel specified by the fusion center.

Cooperation mechanisms in spectrum sensing are different because of 
the following [42]:

 a. The cooperative SUs are selected and scheduled for cooperation.
 b. The sensing results are transmitted to a fusion center.
 c. The sensing results are combined.

According to the number of sensed channels in one sensing period, coop-
erative spectrum sensing can be broadly categorized into sequential and 
parallel cooperative sensing. In sequential cooperative sensing, all the SUs 
are scheduled to sense an identical channel in each period. Channels are 
sensed one by one sequentially. This sequential cooperative sensing is the 
so-called traditional cooperative spectrum sensing scheme for the sake of 
improving sensing accuracy by inherently exploiting the spatial diversity 
of the cooperative SUs. On the other hand, in parallel cooperative sensing, 
more than one channel is sensed in each period. The cooperative SUs are 
divided into multiple groups while each group senses one channel. The 
motivation of parallel cooperative sensing is to enhance sensing efficiency 
by allowing the cooperative SUs to sense distinct channels in one sens-
ing period. Because multiple channels are detected in one sensing period, 
the period for finding all available channels is much shorter than that in 

Source SU

Sensing request

Sensing results

Data transmission

Sensing assignment

Channel index

Destination SUCooperative SU1
SUn

Cooperative
sensing

Fusion center

FIGURE 2.10 Cooperative spectrum sensing procedure.
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sequential cooperative sensing. The sensing efficiency is then significantly 
enhanced. Figure 2.11 shows sequential cooperative sensing, together with 
parallel cooperative sensing.

The SU’s cooperation can also be categorized into synchronous and 
asynchronous mechanisms based on the moments when sensing opera-
tions are carried out. In synchronous cooperative sensing, all cooperative 
SUs have the same sensing period, and perform sensing at the same time. 
In asynchronous cooperative sensing, each SU performs spectrum sens-
ing according to its own sensing period. Hence, the moments when SUs 
perform sensing may be different. It should be noted that one of the key 
problems with cooperative sensing is that the gains, compared with a sin-
gle sensor, depend on location and number of SUs, which will typically be 
random.

Example 2.3

In the full-parallel cooperative scheme, each cooperative SU 
senses a distinct channel in a centralized and synchronized mode. 
Upon receiving the request of parallel cooperative sensing from 
the source SU, the fusion center will deliberately select a subset of 
cooperative SUs to perform sensing. Each of these selected SUs is 
assigned to sense a different channel at the same time during the 
sensing period. Thereby, these SUs perform spectrum sensing in a 
parallel manner. After each round of sensing, the cooperative SUs 
will send back the sensing results to the fusion center, indicating 
the channel availability (busy or idle). When an available channel 
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FIGURE 2.11 Sequential (left) and parallel (right) cooperative sensing.
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with a satisfactory data rate has been found, the fusion center will 
broadcast the stopping command to terminate the parallel coop-
erative sensing. The fusion center selects the discovered available 
channel with the highest achievable rate for the source SU. The 
fusion center then delivers the channel index to the source SU, 
which will transmit over this allocated channel.

Let n and x denote the number of the cooperative SUs and the 
channel rate threshold, respectively. The achievable throughput 
of the full-parallel cooperative sensing is defined as
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Here, N denotes the total channel number, rm the mth channel 
rate level (m = 1, 2, …, M), p m xj

m( , ) the probability that the chan-
nel with rate rm is discovered in the jth round of full-parallel coop-
erative sensing, and Ta the average duration of channel available/
idle time, whereas ts denotes the sensing time of each cooperative 
SUs, and rsum the sum of channel rate of all the n cooperative SUs.

To reduce the sensing overhead, the fusion center will sort 
all the SUs by their instant channel rate from the lowest to the 
highest, and then select the first n SUs as the cooperative SUs. 
Performance comparison among the full-parallel cooperative 
sensing, random sensing, and noncooperative sensing schemes is 
presented in Figure 2.12.
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Example 2.4

To trade off the sensing accuracy and efficiency, semiparallel 
cooperative sensing is proposed [42]. The cooperative SUs are 
scheduled by the fusion center in a centralized manner. Upon 
receiving the sensing request from the source SU, the fusion cen-
ter sends a beacon to a number of SUs to invite participation in 
the sensing operation. The fusion center then divides the coop-
erative SUs into multiple groups. The cooperative SUs in a same 
group are notified to sense an identical channel while each group 
is assigned to a different channel. All the cooperative SUs sense 
channels synchronously. After a sensing period, all the sensing 
results are sent back to the fusion center, which will determine the 
availability of all the sensed channels. Once an available channel 
is discovered, the fusion center should stop the sensing proce-
dure. The source SU will be informed with an index of available 
channels.

In the semiparallel cooperative sensing, the grouping strategy 
will determine the levels of sensing accuracy and efficiency. For a 
given total number of the cooperative SUs, more SUs in a group 
will lead to higher accuracy. In this case, there are less groups 
and, hence, lower sensing efficiency. If all the cooperative SUs are 
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FIGURE 2.12 Comparison among the full-parallel cooperative sensing, the 
random sensing, and the noncooperative sensing schemes. (From R. Yu et al. 
Secondary users cooperation in cognitive radio networks: balancing sensing 
accuracy and efficiency. IEEE Wireless Communications 19, no. 2 (April 2012): 
30–37.)
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allocated in the same group, the scheme becomes the sequential 
cooperative sensing. If each cooperative SU is individually set as 
a group, the scheme reduces to the full-parallel cooperative sens-
ing. By varying the number of groups and the number of coopera-
tive SUs in each group, the trade-off between sensing accuracy 
and efficiency can be adjusted to a different extent.

Let u and v denote the number of groups and the number of 
cooperative SUs in each group, respectively. These parameters 
are determined by maximizing the achievable throughput
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and
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Here, pj(u,v) denotes the probability that the available channel is 
discovered in the jth round of semiparallel cooperative sensing, 
and r the average channel rate for SUs.

Performance comparison among the semiparallel and the sequen-
tial cooperative sensing schemes is presented in Figure 2.13.

2.4  COOPERATIVE CRN

In cooperative CRN (CCRN), SUs are able to negotiate with PUs for dedicated 
transmission opportunities through providing tangible service [43]. In recent 
years, cooperative communications and spectrum leasing between PUs and 
SUs have attracted attention and have been investigated separately [44–46]. 
In what follows, cooperative communications as well as spectrum leasing 
between PUs and SUs will be presented, taking into account that:

• Most existing wireless networks and devices follow legacy fixed 
spectrum access policies. This means that spectral bands are 
licensed to dedicated users and services, such as TV, cellular net-
works, and vehicular ad hoc networks. In this setting, only PUs 
have the right to use the assigned spectrum, and others are not 
allowed to use it, even when the licensed spectral bands are idle.

• The spectrum utilization and efficiency can be enhanced [47], if 
SUs can transmit in the licensed bands when PUs are absent, or if 
such secondary transmissions are allowed to coexist with primary 
transmissions in such a way that SUs cause no interference to PUs 
(e.g., DSA) [6].

An SU can dynamically sense the availability of unused licensed bands 
and transmit while spectral bands are idle. Also, it can negotiate with PUs 
for transmission opportunities.

2.4.1  CoopeRative CommuniCationS between puS and SuS

To gain transmission opportunities in CCRN, one or more SUs can act as 
relaying nodes for a PU. As a relaying node, an SU can serve to provide a 
multihop relay service or an additional transmission path to the destination 
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of the PU, and the PU yields the licensed spectrum to its relaying SU for a 
fraction of the time in return. The primary link can be established with the 
help of multihop transmissions, or the receiving PU can obtain diversity 
gain and enhance reception by appropriately combining the signals from 
the direct and relayed paths. In that way, spectral efficiency and utilization 
are significantly improved. There are different models in which PUs and 
SUs can perform cooperative communications, for example, three-phase 
TDMA-based cooperation, two-phase FDMA-based cooperation, and two 
phase SDMA-based cooperation [44].

In three-phase TDMA-based cooperation, the PU transmits the primary 
traffic to its intended destination and the selected relaying one or more SUs 
in the first phase. In the second phase, the SUs relay the PU’s data, whereas 
and the SUs transmit their own signals in the third phase. The most critical 
parameters of this scheme are the optimal time duration in each phase for 
both the PUs and SUs, and the optimal allocation of transmit power levels 
of the PUs and SUs for energy-efficient transmissions. Furthermore, the 
multiuser cooperation in the time domain may result in high overhead and 
collisions that degrade the cooperation performance of CCRN.

In two-phase FDMA-based cooperation, the PU uses a fraction of its 
licensed band for relay transmissions with an SU, and allocates the remain-
ing resources for the SU to address secondary transmissions. As the SU 
can continuously transmit its own signal on a dedicated licensed band, the 
achievable throughput of the SU can be guaranteed. The role of the CCRN 
is to guarantee the PU’s transmission while achieving an elastic through-
put for the SU according to the properties of wireless environment.

In two-phase SDMA-based cooperation, the SU exploits multiple anten-
nas to enable MIMO capabilities, such as spatial beamforming (see Chapter 
1), to avoid interference with the PU and with other SUs in CCRN. The 
MIMO-CCRN framework is proposed to allow the SU to use the degrees 
of freedom provided by the MIMO system to concurrently relay the pri-
mary traffic, and transmit its own data at the cost of complex antenna 
operation and hardware requirements.

2.4.2  SpeCtRum leaSing

PUs typically obtain licenses to operate wireless services, such as cellular 
networks, by paying spectrum regulators. In this context, one approach to 
attaining CCRN is spectrum leasing, which adopts pricing-based incen-
tives to motivate PUs to lease their temporarily unused spectrum to SUs 
in return for financial reward. In a spectrum leasing (spectrum trading) 
model, one challenging issue is the pricing problem. For example, spectrum 
providers or PUs compete with each other to lease their licensed spectrum 
to SUs, and SUs compete with each other to lease spectrum from PUs. 
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To achieve an efficient dynamic spectrum leasing protocol between PUs 
and SUs, some models based on economic theory have been introduced 
to maximize PUs’ revenue and SUs’ satisfaction [48]. However, there is a 
trade-off between these two goals. One particular form of spectrum leas-
ing is via auctioning, which is widely used in providing efficient distribu-
tion and allocation of scarce resources [49].

The spectrum broker is a centralized platform that facilitates TVWS 
spectrum trading and its allocation to the interested operators and service 
providers. It can be a government-controlled body or an independent third 
party. The players (spectrum buyers) are supposed to be able to make use 
of the spectrum in flexibly assigned TVWS frequency bands, which means 
that their core network transceivers and mobile equipment can operate in 
multiple bands. The spectrum broker controls the manner in which the 
available resources are assigned to each user to keep the desired QoS and 
limited interference through appropriate mechanisms. The resources for 
sale in a given trading area are the available (often fragmented) frequency 
bands, the allowable maximum transmit power in these bands, and the 
period for the licensing that grants temporary exclusive rights to use the 
spectrum [49]. The operational goal of the broker is to achieve robust tech-
nical protection of the incumbent, QoS provisioning to the players, and 
spectrum trading revenue maximization.

Figure 2.14 shows the spectrum broker functional algorithm. Through 
its main phase 2 (Operation), the spectrum broker supports the merchant 
and auction modes for allocating spectrum. In the merchant mode, the 
base price is decided by the allocation procedure, which considers various 
factors that influence the value of TVWS in a given area. In the auction 
mode, the auctioned band has a benchmark price, then each demand has 
an associated price (bid), and the winning bids decide the final price. In 
the merchant mode, the TVWS are allocated on a first-come, first-served 
basis, whereas in the auction mode, the TVWS are allocated to the win-
ning bidders. When the spectrum demand is higher than what can be 
offered, the auction mode should be used for maximum economic effi-
ciency. Otherwise, the merchant mode can be used to allocate the TVWS.

By introducing an auction mechanism into CCRN, PUs can maximize 
their revenue through dynamic and competitive pricing based on SUs’ 
spectrum usage demand. Due to the unique characteristics of the radio 
spectrum, one spectral band can be reused in different areas because of 
signal attenuation during propagation, which means there may be mul-
tiple winners after an auction. Another requirement in the spectrum auc-
tion model is that the auction mechanism should be quickly conducted to 
enable on-demand and instantaneous services of SUs, which means that the 
SUs’ bidding should be processed immediately by PUs (or special brokers). 
Due to the complicated relationship between bidders and auctioneers, and 
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the unique interference-limited characteristics, the overhead of auctions 
should be fully considered in the auction mechanism design. Otherwise, 
SUs are not willing to participate in auctions due to high overhead.

2.4.3  SyStem aRChiteCtuRe foR CCRn

In CCRN, the scenario consisting of one primary network with a primary 
BS and multiple PUs, and one secondary network with a secondary BS 
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and multiple SUs is considered [43]. The primary BS allocates network 
resources (spectrum, time slots, etc.) to PUs so that PUs can access the 
spectral bands without interfering with each other. In addition, a dedicated 
control channel between the primary and secondary BSs is considered. 
Each SU equipped with a single CR has the knowledge of channel state 
information in terms of receiving signal-to-noise ratios (SNRs) of their inter-
esting users. Moreover, SUs are assumed to have advanced signal process-
ing functions, such as adaptive modulation, coding, and frequency agility.

To deploy user cooperation with high spectral efficiency in CCRN, the 
most important issue is how to exploit the available degrees of freedom 
in the wireless network (time, space, coding, modulation, etc.); efficient 
management and use of these degrees of freedom is critical to the CCRN’s 
design and implementation. Another issue that should be taken into con-
sideration is how to stimulate motivation for PUs and SUs to cooperate in 
CCRN.

As shown in Figure 2.15, two types of user cooperation models are rep-
resented in CCRN. The first one is cooperative communications between 
SUs and active PUs, in which an SU relays a PU’s packets and obtains a 
transmission opportunity as a reward. The other is the cooperative spec-
trum leasing model among SUs, in which several SUs together lease an 
unoccupied licensed band from an inactive PU and establish cooperative 
communications with each other.

In the SU–PU cooperative communications model, an SU competes 
with other SUs for cooperation with an active PU. To improve the opportu-
nity of being selected by the PU, an SU must optimize some performance 
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FIGURE 2.15 System architecture for CCRN.
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metrics to enhance the PU’s transmission as much as possible, because the 
PU would like to select the SU that can offer the highest gain by coop-
eration. Thus, the SU uses additional transmit power to forward the PU’s 
traffic if it is selected as the relaying node by the PU. In the SU–SU coop-
erative spectrum leasing model, an SU would like to work with other SUs 
cooperatively to improve transmission performance and reduce the cost 
for spectrum leasing as much as possible. To fulfill this objective, an SU 
and its partners jointly optimize some metrics to attain transmissions in an 
economically efficient manner as well as satisfactory performance.

Example 2.5

As multiple SUs compete with each other to cooperate with the 
PU, each SU is motivated to provide as large a cooperation gain 
as possible to the PU subject to some constraints, such as meet-
ing a transmission requirement and a power constraint. Because 
the SU uses additional transmit power to obtain the transmission 
opportunity, the parameters the SU needs to optimize are SUs’ 
total transmit power PS and power allocation factor α.

A weighted sum throughput maximization for the SU to 
evaluate the performance of cooperative communications was 
proposed by Cao et al. [43]. The optimization problem can be 
formulated as

 
max ( )

,α P
C w C wC

S
W P S= − +1 ,

 
(2.7)

whereas

 CP > KCPd, CS ≥ CST, PS ≤ PSM, 0 < α < 1, K > 1, 

where CW is a weighted sum of the PU’s cooperating throughput 
CP, and the SU’s throughput CS, with a weighting parameter w. 
The objective is to maximize CW subject to some constraints. It 
can be seen that CW is a generalized metric in terms of normal-
ized throughput, as w = 0 maximizes the PU’s throughput, w = 1 
maximizes the SU’s throughput, and w = 0.5 maximizes the total 
throughput (CS + CP; i.e., w strikes a balance between the PU’s 
and SU’s throughputs). If the link from the PU to the primary BS 
is blocked by buildings, the SU provides a multihop service to 
the PU, and the SU may ask for a larger w for cooperation. CPd 
denotes the direct transmission throughput of the PU without 
cooperating with the SU, and K is the throughput gain that the PU 
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tries to obtain by cooperation. The first constraint requires that by 
cooperating with the SU, the PU can achieve a throughput gain of at 
least K. The second constraint requires that the achievable through-
out of the SU should meet its minimum throughput requirement CST. 
Otherwise, the SU is not willing to cooperate with the PU because 
the SU is not able to establish a connection with the secondary BS. 
These two constraints represent the benefits that motivate the PU 
and SU to cooperate with each other. The third constraint requires 
that the SU’s transmit power should be bounded by PSM. In the spe-
cial case when α = 0, the SU transmits only its own traffic without 
relaying that of the PU. Or the SU only helps forward the PU’s traffic 
without transmitting its own when α = 1, which is the case of con-
ventional relaying communications.

This optimization problem can be solved by using primal–dual 
subgradient algorithms such as the method of Lagrange multipli-
ers or its generalization the Karush–Kuhn–Tucker conditions [50]. 
By solving the problem, the SU determines whether itself and the 
PU can both obtain benefits. If so, the SU sends a response to 
inform the PU about the throughput that the PU can expect to 
achieve through cooperating with the SU. After getting responses 
from candidate SUs, the PU selects the SU that can provide the 
largest CP as the relaying node.

During the simulation, (1 − α) represents the fraction of power 
that the SU uses to relay the PU’s packets. The SU adopts the 
amplify-and-forward relaying mode to forward the PU’s data, 
whereas w = 0.3. The channels are assumed to be Rayleigh block 
fading (i.e., the SNRs are exponentially distributed and invariant 
within each cooperation phase). The SNRs of links from the PU 
to PBS, from the PU to SU, from the SU to PBS, and from the SU 
to SBS are 7.4, 89.8, 105.7, and 108.2, respectively. As shown in 
Figure 2.16, the optimal power allocation factor α* obtained by 
solving Equation 2.7, is achieved when the weighted sum through-
put is maximized. It is shown that the total throughput (CS + CP) is 
not maximal with respect to α*. This means CW strikes a balance 
between the PU’s and SU’s throughputs. If the total throughput is 
maximized, the PU’s throughput is less than that of maximizing 
CW, which means that the SU will not be selected as the relay-
ing node by the PU. By introducing cooperative communications 
with an SU, the PU can achieve 1.9 bit/s/Hz after cooperation 
whereas the primary direct link without cooperation is 1.2 bit/s/
Hz, and the SU can achieve a throughput of 1.6 bit/s/Hz (i.e., 
both the PU and SU achieve benefit by cooperation).

 



97Cognitive Radio Networks

2.5  MULTIHOP CRNs

In multihop CRNs, the local view of available resources is not necessarily 
identical in all nodes due to the physical separation of nodes. The correla-
tion between resource availability observations diminishes as peer nodes 
move further away from each other [51]. This observation leads to two 
important effects. First, resource availability information must be dissemi-
nated at least between neighboring nodes, and possibly beyond that, to 
ensure that P2P and E2E connectivity can be established. Second, estab-
lishment and maintenance of E2E paths, whether performed centrally or in 
a distributed manner, must have tight couplings with resource availability 
views and allocation decisions. Thus, resulting communication solutions 
are most likely to be based on cross-layer interactions.

The CRN environment consists of a number of primary radio networks 
(PRNs) that are licensed to operate over orthogonal spectrum bands and 
one (secondary) CRN. All networks coexist within the same geographical 
space. Figure 2.17 shows a conceptual composition view of a multihop 
CRN environment [34]. PUs that belong to a given PRN share the same 
licensed spectrum, whereas SUs form an opportunistic network to access 
the entire spectrum available to all PRNs. A characteristic of a CRN is 
that users must operate using relatively low transmission power to avoid 
degrading the performance of PUs.

MAC protocols proposed for traditional multichannel wireless networks 
are not well suited to the unique characteristics of CRNs. In particular, the 
absence of PUs in multichannel wireless networks makes their protocols 
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significantly different from CRN MAC protocols. To design an efficient 
MAC protocol for multihop CRNs, the following attributes are required 
[34]:

 a. The protocol should be transparent to PUs
 b. The protocol should provide guarantees on PRNs’ performance
 c. The protocol should allow cooperation among neighboring CR 

users at the MAC layer to improve spectrum efficiency and fair-
ness among them

 d. The protocol should make efficient sensing and spectrum assign-
ment decisions to explore both unused and partially used spectrum 
holes

 e. The protocol should provide an effective distributed coordination 
scheme for exchanging control information without assuming a 
predefined dedicated control channel

Many researchers are currently engaged in developing MAC protocols 
related to the CRNs that attempt to address the above design requirements.

PRN1

PRN2

PRNN

TV BS

CRN
Laptop

WiMAX
device

FIGURE 2.17 Multihop CRN environment.
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2.5.1  Routing in multihop CRnS

The topology and connectivity map of the multihop CRNs are determined 
by the available primary RF bands and their instantaneous variations. 
Routing is a fundamental issue to consider when dealing with multihop 
CRNs. With regard to the timescale imposed by the specific primary 
nodes’ behavior, an appropriate routing approach should be considered. 
The activity and holding time of the exploited primary bands by the CR 
determine the routing solution to use [52].

There are three separate categories defined by the primary technol-
ogy used on the channel over which the CRs exploit the spectrum holes: 
static, dynamic, and opportunistic (highly dynamic). In a static scenario, 
the holding time of the used primary band offers a relatively static wireless 
environment. Once a frequency band is available, it can be exploited for an 
unlimited period. On the other hand, in a dynamic scenario, the primary 
band can be exploited by a cognitive user. In a highly dynamic case, a 
possible solution for CRs is to opportunistically transmit over any avail-
able spectrum band during the short period of the spectrum’s existence. 
In what follows, these three categories will be discussed from the point of 
view for multihop CRNs. Possible routing solutions will have insight for 
each of them.

The three possible routing approaches are summarized in Figure 2.18. 
It can be seen that for every primary environment, an adequate routing 
solution has to be determined. How to define the boundaries that limit 
each approach’s applicability is a challenging task. For example, choos-
ing between a dynamic routing solution and an opportunistic approach 
in unstable environments is a hard decision to make. One can see that the 
undecided region that delimits the opportunistic approach and dynamic 
routing regions can be large.
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2.5.2  StatiC multihop CRnS

When a primary frequency band is available for a duration that exceeds 
the communication time, static wireless networking methods defined for 
ad hoc and mesh networks can be adapted for CRNs [53]. The basic dif-
ferences between mesh networking and CRNs are basically the dynamic 
and heterogeneous spectrum access and the physical capability to transmit 
simultaneously over multiple frequency bands. In a static environment, the 
dynamic dimension of the spectrum band is reduced to statically available 
channels [6]. The physical capability of transmitting over multiple chan-
nels can only be exploited on similar almost static bands. Selecting an E2E 
path over both a static channel and a dynamic one leads to path instabil-
ity because failure of the dynamic spectrum band may cause the route to 
become inefficient. Special consideration for the detection of new arriving 
primary nodes over the exploited bands and the reaction it should trigger 
has to be included in the routing design.

Typical examples of a static CRN can be observed over satellite or ana-
log TV bands where the bandwidth occupied by the PUs in a geographic 
location allows for continuous CR activity over this channel. Even a GSM 
or CDMA BS in a rural area, where the activity of a PU in the vicinity is 
very scarce, can create a static CRN.

2.5.3  dynamiC multihop CRnS

In dynamic multihop CRNs, the first priority is to find an available and 
stable path. To select a stable path that achieves acceptable performance, 
an option can be to accumulate the achieved throughput over many bands 
on every hop of the path [52]. Even if a first ineffective channel is selected, 
it can later be reinforced by other channels. However, selected channels 
must be really available and stable, and this can be ensured by including 
spectrum information in the path selection algorithm. One of the solu-
tions is proposing routing metrics that capture spectrum fluctuations and 
less dynamic spectrum bands over unstable ones. Moreover, the computa-
tion must be fast and allow dynamic changes. Thus, routing algorithms in 
multihop CRNs must be less complex compared with algorithms in mesh 
networks.

2.5.4  highly dynamiC multihop CRnS

If the available time for CR activity over a primary band becomes shorter 
than the time needed to undergo a communication by the CRs over these 
bands, establishing a route for a whole flow is clearly an unthinkable solu-
tion. Furthermore, computing an E2E path cannot be considered because, 
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in this scenario, for every sent packet the network properties may change, 
thus requiring a new path computation for every single transmission [52].

In such a highly dynamic and unstable environment, each sent packet 
may be forced to follow a different path based on primary band availabil-
ity. The exploited primary bands dictate which cognitive neighbors can 
be observed on every channel. Therefore, opting for a complete oppor-
tunistic solution, in which every packet can be sent and forwarded over 
opportunistically available channels, constitutes a potential solution. Such 
an approach is even more interesting because the CRNs, through their 
intermittent channel availability, give immediate opportunistic networking 
possibilities. Using this feature can reduce the complexity of establishing 
E2E routes and increase the efficiency of the proposed solutions.

2.5.5  ChallengeS foR Routing infoRmation 
thRough multihop CRnS

Consider the reference network model of information routing in multihop 
CRNs [54] shown in Figure 2.19. Secondary devices can share different 
spectrum bands or spectrum opportunities with PUs. Several spectrum 
bands (1, …, M) may exist with different capacities C1, C2, …, CM, and 
the SUs may have different views of the available spectrum bands due to 
inherent locality of the sensing process. The PUs are assumed motionless, 
whereas the SUs can change their position before and during transmis-
sion. In this scenario, the problem of routing in multihop CRNs targets the 
creation and the maintenance of multihop paths among SUs by deciding 
both the relay nodes and the spectrum to be used on each link. The addi-
tional challenge has to deal with the simultaneous transmissions of the 
PUs, which dynamically change the spectrum opportunities availability. 
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FIGURE 2.19 Information routing in multihop CRNs.
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The main challenges for routing information throughout multihop CRNs 
include [54]: spectrum awareness, setup of “quality” routes, and route 
maintenance.

The spectrum awareness designing efficient routing solutions for multi-
hop CRNs requires a tight coupling between the routing modules and the 
spectrum management functionalities such that the routing module can be 
continuously aware of the surrounding physical environment to take more 
accurate decisions. Three scenarios are possible:

 a. Information on the spectrum occupancy is provided to the routing 
engine by external entities (e.g., SUs can have access to the TVWS 
database [41])

 b. Information on spectrum occupancy is to be gathered locally by 
each SU through local and distributed sensing mechanisms [55]

 c. A combined scenario of the previous two

Any routing solution designed for multihop CRNs must be highly coupled 
to the entire cognitive cycle of spectrum management [5].

As for the setup of quality routes in a dynamic variable environment, 
it should be noted that the actual topology of multihop CRNs is highly 
influenced by the PU’s behavior, whereas traditional ways of measuring/
assessing the quality of E2E routes (throughput, delay, energy efficiency, 
etc.) should be coupled with novel measures on path stability and spectrum 
availability/PU presence.

In the route maintenance/reparation scenario the sudden appearance 
of a PU in a given location can render a given channel unusable in a cor-
responding area, thus resulting in unpredictable route failures, which may 
require frequent path rerouting either in terms of nodes or used channels. 
In this scenario, effective signaling procedures are required to restore 
“broken” paths with minimal effect on the perceived quality.

2.5.6  multiCaRRieR modulation in multihop CRnS

Almost all proposed CRSs are based on multicarrier modulation (MCM) 
because multiple users can access the systems by allocating subcarriers 
[56]. In multihop CRNs, each node has a list of available frequency bands 
and must work adaptively among these frequency bands because of DSA. It 
is well known that two nodes cannot communicate if they work on different 
frequency bands. Hence, routing in multihop CRNs becomes a critical and 
challenging issue. Solutions for this problem mainly focus on the methods in 
the network layer, whose processing delay is in the order of milliseconds. The 
high-speed wireless channel in multihop CRNs varies on the order of micro-
seconds due to multipath fading, the Doppler effect, and dynamic occupancy 
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of the subchannel by PUs. Therefore, the solutions proposed in the network 
layer may cause heavy interference to PUs. Adopting MCM to intersection 
nodes of multihop, CRNs may be a promising solution in the physical layer. 
Because of the use of MCM, the intersection node can allocate some unused 
subcarriers to different information flows. Thus, all flows can be transmitted 
simultaneously. Considering that the access of multiple users can be imple-
mented by the allocation of subcarriers in an MCM system, almost all the 
proposed spectrum overlay CRSs are based on MCM technology.

2.6  CONTROL AND COORDINATION 
IN DISTRIBUTED CRNs

Compared with its centralized counterpart, a distributed CRN can be a 
more practical choice because of its easier and faster deployment, lower 
system complexity, and lower cost of implementation [57]. It also offers 
more challenging research issues due to the lack of a central control unit. 
Because the control and coordination of communication over wireless 
channels happens mainly at the MAC layer, designing a smart and effi-
cient MAC protocol remains a key requirement for successful deployment 
of any CRN. The MAC protocol should be able to adapt to the unique 
features of CRNs and maintain robust performance in the presence of a 
highly dynamic environment. It is obvious that traditional MAC protocols 
cannot meet the requirements for CRNs.

Distributed CRNs usually form P2P architecture among SUs. These types 
of networks are very similar to conventional distributed networks. However, 
nodes of distributed CRNs have additional features such as capability of sens-
ing channels, and negotiating a common available channel with the intended 
receiver when necessary. The main characteristics of distributed CRNs are

• The channel availability for SUs at any time and location depends 
on the PUs’ activity at that time and location

• The available channels, that is, the spectrum not being used by PUs, is 
generally discontinuous and may lie anywhere in the entire spectrum

• The number of available channels is a time-dependent variable, 
and the sets of available channels are different for various nodes

• There is no central unit to coordinate channel sensing, channel 
access, and synchronization among SUs

2.6.1  diStRibuted medium aCCeSS ContRol benefitS

The distributed MAC design approach can take benefits from traditional 
distributed multichannel MAC protocols to address common problems in 
centralized as well as distributed CRN architecture. CR-specific issues are 
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related to [57]: resource availability, interference to PU and presence of 
sensing error, channel sensing period and negotiation, time synchroniza-
tion, QoS provisioning, multichannel hidden terminal problem, network 
coordination, and reconfiguration.

A CR MAC must be able to maintain its robustness and efficiency in the 
presence of uncertainty about the amount of radio resource, which depends 
on the PUs’ activity. Any amount of sensing error will add uncertainty to 
the already dynamic nature of resource availability.

SUs opportunistically access only the spare bandwidth from the PU net-
work. They are likely to cause some level of interference to the data trans-
mission among PUs. As for sensing error, it cannot be completely avoided 
due to hardware limitations in a practical SU node. Thus, the goal of MAC 
design should be to minimize the level of interference as much as possible.

Sensing PU channels is necessary, but it comes with the price of 
increased overhead. The length and frequency of the MAC sensing phase 
needs to be designed carefully so that the resource utilization can be 
improved with a trade-off between any particular sensing strategy and its 
incurred overhead.

A MAC design must incorporate an efficient negotiation mechanism for 
proper coordination among SUs. The negotiation mechanism may need 
time synchronization among SUs or a common control channel (CCC), or 
both [58] for the initial control message exchange. The CCC is a channel 
allocated solely for control message exchange and is shared by many or all 
SUs. If not designed properly, the negotiation mechanism can consume a 
significant amount of resource itself due to messaging and time overhead.

Some type of time synchronization among SUs, particularly between 
transmitter and receiver before data transmission begins, is critical for a 
distributed CR MAC to function. For example, channel negotiation is a 
necessary functionality in a distributed CRN MAC, which is difficult to 
implement without time synchronization. Time synchronization is also 
needed for network establishment and for coordination among SUs.

QoS provisioning [59] for SUs is not possible without necessary support 
from the MAC protocol, which is responsible for coordinating access over 
the available radio resource. Such support usually comes in the form of 
necessary signaling, resource scheduling, and admission control mecha-
nisms in the MAC layer.

The multichannel hidden terminal problem [60] can drastically degrade 
the system performance in distributed CRNs. If each node has only one 
transceiver, it can work either on the control channel or on a data channel. 
This problem needs to be tackled at the MAC layer by a proper synchro-
nization and signaling mechanism. On the other hand, if equipped with 
multiple transceivers, an SU node can listen to both data and control mes-
sages simultaneously. Because an SU node can be aware of the exchange of 
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control messages among neighboring SUs, multichannel hidden terminal 
problem becomes easier to handle with multitransceiver MAC. However, 
compared with multitransceiver MAC, single-transceiver MAC can work 
with SU nodes that are much cheaper and less complex to implement.

Ensuring good network coordination and reconfiguration, a negotiation 
mechanism may be costly in terms of overheads like control signaling, time 
taken for the process, and disruption to the entire network. The existence 
of a CCC and network-wide time synchronization may help the distributed 
CRN MAC solve the problem of network coordination and reconfiguration 
by providing a message exchange mechanism among SUs.

2.6.2  ClaSSifiCation of diStRibuted Cognitive 
medium aCCeSS ContRol pRotoColS

Generally, cognitive MAC can be divided into two classes, centralized 
and distributed, depending on the CRN architecture [20]. In a centralized 
architecture, BS typically controls the spectrum access of SUs. On the 
other hand, distributed CRNs do not have a central unit or BS to assist SUs 
in spectrum sensing or spectrum access. In a distributed approach, the 
design of a MAC protocol largely depends on the number of transceivers 
needed at each SU node to support the MAC operations. Accordingly, dis-
tributed MAC solutions can be categorized into two major groups: single 
transceiver and multitransceiver (Figure 2.20). As previously stated, both 
of these design approaches have their benefits as well as drawbacks.

One of the important design assumptions for both single-transceiver and 
multitransceiver MACs is the presence or absence of a CCC. The presence of a 
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CCC simplifies the design of the MAC protocol and offers several advantages, 
including better coordination among SUs and reduced collision of their data 
transmissions. Most of the existing distributed MACs are designed assuming 
the presence of a CCC. However, CCC saturation occurs when many or all 
SUs try to transmit control messages on the CCC at the same time. This might 
cause the MAC to suffer from serious performance degradation, especially 
in a large network or when the traffic load is high. To avoid these problems, 
some dynamic cognitive MACs are designed without a CCC. For example, 
decentralized cognitive MAC (DC-MAC) [61] and synchronized MAC (SYN-
MAC) [62] are proposed to work without a CCC for single-transceiver and 
multitransceiver systems, respectively.

Time synchronization becomes an important issue for single-transceiver 
MAC designed with a CCC, that is, hardware-constrained MAC (HC-MAC) 
[63], opportunistic spectrum access MAC (OSA-MAC) [64], and cognitive 
MAC (C-MAC) [65]. In these MACs, SUs cannot remain tuned to the CCC 
all the time because the same transceiver is used for data transmission. 
Local or local time synchronization among SUs is thus needed to make 
sure that the SUs know when they have to tune to the CCC for control 
message exchanges and when they can resume transmission. Local time 
synchronization is usually preferred in distributed CRNs where coordina-
tion is limited to neighboring nodes.

In multitransceiver MAC, a CCC can be either dedicated or configured 
dynamically. In opportunistic MAC (O-MAC) [59], the CCC is assumed to 
be a dedicated spectrum that either belongs to the cognitive system or to an 
ISM band. The dedicated CCC is always available to SUs, which simplifies 
MAC operation. However, in practice, a dedicated CCC may not be available. 
Therefore, a PU data channel is dynamically selected as the CCC in dynamic 
open spectrum-sharing MAC (DOSS-MAC) [66] and CogMesh [67]. The 
dynamically selected CCC can be available either locally to a neighborhood or 
globally to all SUs. Cluster-based distributed CRNs usually select a local CCC 
in each cluster. For example, in CogMesh, a node initiates cluster formation 
with a locally available PU channel as the CCC. The node then becomes the 
leader of its cluster. The neighbors to whom the selected CCC is also available 
can join the cluster. On the other hand, DOSS selects a PU channel available 
to all SUs as a global CCC.

Example 2.6

Average length of contention phase depends on various parame-
ters like number of SUs in the system, average number of available 
channels, and probability of data packet availability at SUs [57]. 
For given backoff window size and average number of neigh-
bors of an SU node Nsu, average time for one channel reservation 

 



107Cognitive Radio Networks

Tsi can be calculated as described in [68] and is assumed to be 
known. If contention period Tcon is chosen as an exact integer 
multiple of Tsi (i.e., Tcon = nTsi) where n ≥ 0 is an integer, it can be 
shown that average saturation throughput Savg is a concave func-
tion of n. Assuming other parameters such as total number of data 
channels Nch and average probability of availability associated 
with each data channel P are known, an optimal value of Tcon can 
be calculated that maximizes the throughput by formulating an 
optimization problem as follows:

 max [ ( )]
n
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N T T nTavg
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avg BI sen si= − −1
, (2.8)

where TBI is the length of the backoff interval and Tsen is the length 
of the sensing phase, whereas the average number of channels 
reserved during the contention period Tcon can be calculated as
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If n* is optimal n, from expression of Navg it can be seen that 
n* ≤ Nch. Therefore, even an extensive search algorithm for opti-
mization is feasible in this case. This is one variable optimization, 
and the number of needed iterations is 0 ≤ n* ≤ Nch. Due to the 
concave nature of Savg, it will increase with the increase in n. As 
soon as Savg starts decreasing with the increase in n, the search 
can be stopped. The optimal Tcon will be equal to n*Tsi.

An illustrative example of cognitive MAC performance study, 
in which the optimal contention phase length that maximizes the 
throughput was used [57], and is presented in Figure 2.21.

As expected, the maximum achievable throughput increases 
with the increase in number of channels and probability of chan-
nel availability.

2.7  CONCLUDING REMARKS

The cognitive radio system can be characterized as a radio system having 
the capability to obtain knowledge by adjusting its operational parameters 
and protocols. Many CRS usage scenarios are possible. CR is a paradigm 
for opportunistic access of licensed parts of the spectrum by unlicensed 
users that can provide solutions for the interference scenarios and also 
enhance scalability. A CR user can combine spectrum sensing and geo-
location database access to determine occupancy and dynamic reconfigu-
ration of its transceivers’ parameters to avoid interference with PUs. As 
for cooperative spectrum sensing, it is a promising technique in CRNs 
by exploiting multiuser diversity to mitigate channel fading. Cooperative 
sensing is traditionally employed to improve sensing accuracy whereas the 
sensing efficiency has been largely ignored. However, sensing accuracy 
and efficiency have very significant effects on overall system performance. 
Currently, international standardization of CRS is being performed at all 
levels, including the ITU, IEEE, ETSI, and ECMA. Each of these organi-
zations is considering multiple CRS deployment scenarios and business 
directions. Many technical and regulatory issues have been reached in 
opening the spectrum for more flexible and efficient use. CR technology 
plays a significant role in making the optimal use of scarce spectrum to 
support the fast-growing demand for wireless applications ranging from 
multimedia streaming inside homes, over healthcare applications, to public 
safety.

Sequential cooperative sensing mainly aims to improve the sensing 
accuracy in CRNs. In semiparallel cooperative sensing, the grouping strat-
egy will determine the levels of sensing accuracy and efficiency. For a 
given total number of the cooperative SUs, more SUs in a group will lead to 
higher accuracy. If all the cooperative SUs are allocated in the same group, 
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the scheme becomes a sequential cooperative sensing, whereas the scheme 
reduces to a full-parallel cooperative sensing if each cooperative SU is 
individually set as a group. Asynchronous cooperative sensing exploits 
both spatial and temporal diversities. The unique feature of asynchronous 
cooperative sensing is its ability to further exploit the temporal diversity 
of channel availability. The multiuser spatial diversity is indicated by the 
essential cooperation among multiple SUs. Synchronous cooperative sens-
ing can only operate in a centralized manner whereas asynchronous coop-
erative sensing can operate in a centralized or decentralized manner.

In multihop CRNs, each node has a list of available frequency bands 
and, because of DSA, must work adaptively among these frequency bands. 
Hence, routing in multihop CRNs becomes an important issue. For high 
data rate wireless communication systems, two of the major issues are the 
underutilization of limited available radio spectrum and the effect of chan-
nel fading. Using DSA, CR can improve spectrum utilization. Almost all 
proposed CRSs are based on MCM because users can access them by allo-
cating subcarriers.

Many technical issues still need to be addressed for successful deploy-
ment of CRNs, especially in the MAC layer. Cognitive MAC protocol 
design is an open area of research and will be of interest to both the indus-
try and academia as this technology matures in the next few years. CRNs 
have distributed architecture because they offer ease of deployment, self-
organizing capability, and flexibility in design and are believed to be more 
practical for future deployments compared with their centralized counter-
parts. In CR, identifying the available spectrum resource through spectral 
sensing, deciding on the optimal sensing and transmission times, and coor-
dinating with other users for spectrum access, are the important functions 
of the MAC protocols.

Despite advances toward distributed CRN MAC design, a number of 
important design issues demand considerable further research. Among 
others, future research directions may include QoS support for SUs in the 
presence of dynamic resource availability and achieving time synchroni-
zation and network coordination without a dedicated global CCC, due to 
the lack of a predefined medium to exchange initial control messages to 
establish coordination among SUs.
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3 Mobility Management 
in Heterogeneous 
Wireless Systems

The popularity of the Internet and rapid development and acceptance of 
wireless communications have led to the inception and development of 
the mobile Internet infrastructure with a goal to provide an end-to-end IP 
platform supporting various multimedia services. Mobile Internet applica-
tions have become popular and are being used widely. The concept of next 
generation networks includes the ability to make use of multiple broad-
band technologies and to support generalized mobility. The heterogeneity 
in the intertechnology roaming paradigm magnifies the mobility effect on 
system performance and user-perceived quality of service, necessitating 
novel mobility modeling and analysis approaches for performance evalu-
ation. Because each individual network has its own characteristics (e.g., 
spectrum, multiaccess, and signaling) and application requirements (e.g., 
bandwidth, delay, and jitter) facilitating interoperability within the next 
generation framework raises several key design issues concerning resource 
management and mobility management. Adequately addressing these 
issues is of great importance to the successful development of future wire-
less environments. Seamless services require network and device indepen-
dence that allow the users to move across different access networks and 
change computing devices. Mobility management protocols are respon-
sible for supporting seamless services across heterogeneous networks that 
require connection migration from one network to another. In addition to 
providing location transparency, the mobility management protocols also 
need to provide network transparency.

3.1  INTRODUCTION

To meet the upcoming exponential growth of mobile data traffic [1], oper-
ators are deploying more network infrastructures to make mobile systems 
closer to users, and thus increase spectrum efficiency and spatial reuse. 
The availability of wireless networks is the result of low-cost deploy-
ment of local points of attachment (PoA) and the operators’ short-term 



112 Wireless Multimedia Communication Systems

strategies of covering smaller geographic areas at low cost (such as 
deploying relay stations). The advantage of femtocells, for example, will 
certainly improve indoor coverage and provide reliable connectivity with-
out the need for the cost-inefficient deployment of additional base sta-
tions. On the other hand, some dense urban areas will be served by a mix 
of overlapping access networks (e.g., Wi-Fi, WiMax) reaching different 
coverage. It is clear that mobile terminals (MTs) have been evolving from 
single-network interface phones to multitask devices with a number of 
connectivity capabilities. With the recent advances in software radio tech-
nology (see Chapter 2), most modern MTs are capable of communicating 
via different technologies.

In this context, heterogeneous networks (HetNets), which are composed 
of coexisting macrocells and low power nodes such as picocells, femto-
cells, and relay nodes, have been heralded as the most promising solution 
to provide a major performance leap [2]. However, to realize the poten-
tial coverage and capacity benefits of HetNets, operators are facing new 
technical challenges in mobility management, intercell interference coor-
dination, and backhaul provisioning. Among these challenges, mobility 
management is of special importance [3].

In a heterogeneous environment, mobility management represents the 
basis for providing continuous network connectivity to mobile users roam-
ing between access networks. The next generation in mobility management 
will enable different wireless networks to interoperate with one another to 
ensure seamless mobility and global portability of multimedia services. 
Mobility management affects the whole protocol stack, from the physical, 
data link, and network layers up to the transport and application layers. 
Examples include radio resource reuse at the physical layer, encryption and 
compression at the link layer, congestion control at the transport layer, and 
service discovery at the application layer. Because mobility is essentially 
an address translation problem, it is therefore naturally best resolved at the 
network layer by changing the routing of datagrams destined to the mobile 
node (MN) to arrive at the new PoA.

The purpose of this chapter is to survey recent research on mobil-
ity management in future generation wireless systems. The rest of this 
chapter is organized as follows. First, primary and auxiliary mobility 
management services are briefly introduced. After that, current and per-
spective mobility management protocols are presented. Special attention 
is provided to mobile IP solutions, because they are widely accepted in 
this research field. The concept of interdomain mobility management is 
introduced together with a solution for session establishment and main-
tenance during seamless network changes. Finally, distributed mobility 
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management (DMM) is introduced as a new architectural paradigm for 
evolving wireless multimedia systems.

3.2 MOBILITY MANAGEMENT SERVICES

Mobility support is one of the major attributes of the HetNets. In this 
context, an open challenge is the design of mobility management solu-
tions that take full advantage of IP-based technologies to achieve global 
and seamless mobility between the various access technologies and, at 
the same time, provide the necessary QoS guarantees. Mobility can be 
classified into terminal, personal, session, and service mobility [4,5]. 
Terminal mobility is the ability of a MT to move between IP subnets, 
while continuing to be reachable for incoming requests and maintaining 
sessions across subnet changes. Personal mobility concentrates on the 
movement of users instead of users’ terminals, and involves the provision 
of personal communications and personalized operating environments. 
Session mobility allows user to maintain a session while changing ter-
minals. Finally, service mobility can be defined as the ability of users to 
maintain access to their services even when moving and changing termi-
nals or service providers.

Mobility management (a.k.a. management of terminal mobility) has to 
provide primary services like location management and handover man-
agement, as well as some auxiliary services, such as multihoming and 
security. The main mobility management services and corresponding pro-
cedures are presented in Figure 3.1.

Mobility management

Location management Handover management
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FIGURE 3.1 Main mobility management services and corresponding procedures.
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3.2.1  Location ManageMent

Location management enables the serving network to track and locate a 
MT for possible connection. Location management involves handling all 
the information about the roaming terminals, such as original and cur-
rently located cells, authentication information, and QoS capabilities. 
Accordingly, it includes two major procedures:

• Location registration/update related to the periodical updating of 
the new MN’s location on the access link to allow the network to 
keep track of the MN

• Traffic delivery as the ability of the network to find the MN’s current 
location in the access network in order to deliver its data packets

In location management, the main concern is with the database archi-
tecture design and the signaling transmissions issues. Therefore, to deal 
with these issues, the challenge is in the location registration procedure, 
such as the security issue due to the MN’s authentication process and delay 
constraints associated with static and dynamic updates in location registra-
tion. The other issue concerns the data packets’ delivery procedure, such 
as querying delay due to the type of database architecture used (central-
ized or decentralized), as well as the delay constraint and paging delay 
cost. Furthermore, many of the issues are not reliant on specific protocols 
and can be applied to different networks depending on their requirements. 
Efficient mobility management design implies minimized signaling over-
head and delay for location updating and paging procedures [6].

3.2.2  Handover ManageMent

Handover management is the process by which an MT keeps its connec-
tion active when it moves from one PoA to another. Moreover, when users 
are in the coverage area of multiple radio access networks, that is, in a 
heterogeneous environment, handover management can provide them con-
nections to the best available network. This aspect of mobility manage-
ment is considered in Chapter 4. At this point, it is important to note that 
an efficient handover management strategy implies minimum delay and 
packet loss during handover.

3.2.3  auxiLiary MobiLity ManageMent ServiceS

Considering auxiliary mobility management services, multihoming has 
to be supported by the protocol stack, which provides the MN with net-
work access using multiple communication technologies. Mobility and 
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multihoming try to solve the same problem related to the session sur-
vivability in two different environments and by using different mecha-
nisms. Moreover, nowadays, MNs are often multihomed and vice versa. 
Therefore, it is important to have a single protocol that manages both of 
them independently of the environment of deployment [7]. Also, security 
is a major concern for mobile networks protocol designers because MNs, 
which change their PoAs while roaming through different networks, pres-
ent additional security risks in comparison with the fixed nodes.

3.3  MOBILITY MANAGEMENT PROTOCOLS

Mobility management protocols operate from different layers of the protocol 
stack with the goal of minimizing performance degradation during the han-
dover procedure. Only the transport and application layer protocols maintain 
the end-to-end (E2E) semantics of a connection between communicating 
hosts. Most of the mobility protocols are limited to single-layer solutions 
only, and thus, they are transparent to the other layers [8]. In the following 
sections, the protocol design issues in each layer are discussed in more detail.

3.3.1  Link Layer MobiLity ManageMent

The seamless mobility management approaches in the link layer involve the 
underlying radio systems concept. Hence, mobility support by the link layer 
is also known as access mobility [9]. In the link layer solutions, an MT can 
usually change its position within the coverage area of an access router (AR). 
Strictly speaking, link layer solutions for mobility management are tightly 
coupled with specific wireless technologies and cannot be used as a general 
solution in heterogeneous wireless environments. Also, link layer mobility 
support for intersystem roaming requires additional interworking entities to 
help with the exchange of information between different systems.

The performance of the link layer mobility protocols can be summa-
rized as follows [10]:

• The intersystem handover latency is high because several func-
tions such as format transformation and address translation, user 
profile retrieval, mobility information related to intersystem move-
ment recording, and authentication

• The large value of handover latency results in higher packet loss 
during intersystem handover

• After the intersystem handover, an MN communicates with the 
new system without the need for any redirection agent. Thus, the 
E2E delay requirement of the applications is respected
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• Because an MN communicates with a new address in the new 
system, a transport layer connection has to be reestablished after 
intersystem handover. Therefore, link layer mobility management 
protocols are not transparent to TCP and UDP applications

• Because authentication is carried out during an intersystem hand-
over, these procedures are mainly secure

Having these characteristics in mind, link layer mobility solutions are 
not solely applicable in future wireless systems, and they can be consid-
ered as merely theoretical sustenance to upper layer mobility protocols.

3.3.2  network Layer MobiLity ManageMent

Various network layer protocols have been proposed as global or local mobil-
ity management solutions that are intended to handle the MN’s mobility 
within the same domain or across network domains, respectively. IP mobility 
can be classified into two main categories: host based and network based. In 
the host-based category, the MN must participate in the mobility-related sig-
naling. On the other hand, in the network-based category, the network entities 
are the only entities that are involved in the mobility-related signaling.

Mobile IP was proposed by the Internet Engineering Task Force (IETF), 
which generally focuses on MN mobility supports during its roaming across 
domains and redirects the MN’s packets to its current domain location using 
typical Mobile IPv4 (MIPv4) [11]. While roaming through different foreign 
subnets, the MN acquires short-term addresses (care-of address; CoA) from 
a foreign agent (FA) in the visited network or through external assignment 
mechanism. The MN then registers its CoA with its home agent (HA) by send-
ing a registration request via the FA. The HA then sends a registration reply 
either granting or denying the request. If the registration process is successful, 
any packets destined for the MN are intercepted by the HA, which encapsu-
lates the packets and tunnels them to the FA where decapsulation takes place 
and the packets are then forwarded to the appropriate MN. Moreover, the cor-
responding node (CN) does not need to know about the MN’s mobility, and it 
can send all packets through the HA. This procedure is presented in Figure 3.2.

It is obvious that MIPv4 is not the optimal solution to support the 
increasing number of users and real-time services because it suffers from 
extra packet E2E delay due to the routing of each packet through the HA 
(triangular routing), lack of addresses, and high signaling load. In addition, 
all on-the-fly packets, which were already tunneled to the old CoA, are 
lost whenever the MN moves from one FA to another, because the new FA 
cannot inform the old FA about this movement. Furthermore, the mobility 
signaling delay is very long and may vary significantly when the distance 
between the home network and the visited network is large.

 



117Mobility Management in Heterogeneous Wireless Systems

Mobile IPv6 (MIPv6) [12] is a well-known standard for global mobility 
support that overcomes many constraints experienced in MIPv4. MIPv6 
enables a MN to move within the Internet domain without losing current 
data connection directly with its CN, while in MIPv4, the CN sends a data 
packet to the MN through the HA and FA by a longer route. MIPv6 sup-
ports MN mobility to be reachable at anytime and anywhere by its CN. 
This is done by providing the MN with a fixed home address provided by 
HA. Furthermore, if the MN is in the home network, all packets destined 
to it will not have to be altered and can reach through the normal rout-
ing process. Moreover, when the MN moves to a new visited network, 
it is assigned a temporary CoA provided by the visited network and the 
MN will not be reachable through its home address. Therefore, the HA is 
now responsible for receiving data packets that are destined for the MN. 
Whenever the HA receives such packets, it will tunnel it to the MN’s cur-
rent CoA. Therefore, MN has to update its HA on its current CoA; con-
sequently, HA will forward all packets through a tunnel destined to the 
MN’s home address to its current CoA at the visited network. Therefore, 
the data transfer between HA and MN uses the tunnel ends at the MN 
directly (not to the FA as in the MIPv4). Furthermore, MIPv6 introduces 
a route optimization operation to solve the triangular routing problem and 
improve network performance. The basic idea is to allow for better routing 
between the MN and its CN, through exchange query–response messages 
between the MN and CN to establish a direct and secure route. Hence, all 
packets can travel between the CN and MN without being intercepted by 
the HA. This optimization improves network reliability and security, and 
reduces network load.
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FIGURE 3.2 IP-based mobility management.
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However, despite the good standing of this protocol, it has been slow to 
deploy in real implementations due to some drawbacks, such as high hand-
over latency, high packet loss, and signaling overheads [13]. In addition, 
the local mobility of MN is handled in the same way as global mobility, 
that is, when the MN moves to a new subnet, it will update its new PoA each 
time to HA and CN, without any locality consideration, thereby causing 
perceptible deterioration of real-time traffic performance. All these weak-
nesses led to various investigations [14] and development of other mobility 
enhancements that focused on MIPv6 performance improvements.

Fast MIPv6 (FMIPv6) [15] was proposed to reduce latency and mini-
mize service disruption during handover related to the MIPv6. It uses link 
layer events (triggers) to improve the handover performance in terms of 
packet loss by anticipating the handover and tunneling the packets to the 
new AR until the binding update (BU) is received by the HA and CN. 
At the same time, the MN will advertise its presence and availability to 
the new AR and will start receiving data on the new CoA. This solution 
provides a substantial improvement of handover latency and packet loss. 
On the other hand, the main drawback of this solution is the precise coor-
dination required between the MN, previous AR and new AR and high 
unpredictability of packets arriving at the APs. The FMIPv6 operation’s 
steps, shown in Figure 3.3, are described as follows:

 1. The MN anticipates the handover by sending the router solicita-
tion for proxy advertisement (RtSolPr) message to the previous 
AR requesting the CoA.

 2. The previous AR replies by sending the proxy router advertise-
ment (PrRtAdv) message, which contains a new CoA to be used 

MN

RtSolPr

PrRtAdv

FBU HI

HAck

FBack FBack

Previous AR New ARHA

FIGURE 3.3 FMIPv6 operations.
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on the new AR’s link. This message can also be sent in a periodic 
manner.

 3. The MN initiates the handover by sending a fast binding update 
(FBU) message with the new CoA to inform the previous AR that 
the packets should now be forwarded to the new AR.

 4. To forward packets, a tunnel is established between the previous 
AR and the new AR. However, the MN does not know yet if the 
new CoA is unique on the new link. Therefore, the previous AR 
sends a handover initiate (HI) message to the new AR for address 
duplication check on the new link and it sets up the temporary tun-
nel to redirect packets between the previous AR and the new AR.

 5. The new AR responds with a handover acknowledge (HAck) mes-
sage if the tunnel is established successfully and if there is no 
address duplication.

 6. After the previous AR received a HAck message, it sends a fast 
binding acknowledgment (FBack) to the MN through both access 
links. After the new AR receives both FBU and HAck messages, 
it starts forwarding the MN packets using the tunnel to the MN’s 
old CoA.

This tunnel starts at the previous AR and ends at the new AR, not to the 
MN. This allows the MN to use its old CoA while verifying the new one. 
Moreover, the data packets sent by the MN from its old CoA will also be 
tunneled back from the new AR to the previous AR. This goes as long as 
the MN has verified its new CoA and updated the HA and the CN. After 
that, the MN will inform the new AR about its movements to its link. 
Then, the new AR can forward all data packets, which can be buffered 
during the MN’s handover.

In general, FMIPv6 optimization is based on a reliable handover pre-
diction that enables predictive configuration of the MN involved in the 
mobility signaling. However, this prediction relies on the link layer trigger 
availability and the appropriate triggering time, which affects the begin-
ning of the handover and will determine whether fast handover optimiza-
tions will take place. Accordingly, the absence of an accurate prediction 
such as erroneous handover detection, and hence, early triggers, may nega-
tively affect the seamlessness of this protocol.

Hierarchical MIPv6 (HMIPv6) [16] is a local mobility management 
protocol designed to reduce handover latency and signaling overheads 
that occur when MN frequently change PoA. It adds an indirection for 
locating the MN independent of where the CN and HA are located in the 
network topology. It tunnels packets to a mobility anchor point (MAP), 
which is addressed by a regional CoA. The MAP, in turn, tunnels these 
packets to the MN addressed by an on-link (local) CoA. Therefore, the 
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MN’s local handover mobility information only needs to be signaled to the 
MAP, hence, avoiding high handover latency and BU overheads. The main 
operations of the HMIPv6 are shown in Figure 3.4.

To update the CN or HA about its new CoA, MN will send them a BU 
message through a MAP. The BU acknowledgement (BUack) from the 
HA/CN will be transferred back in the same way. If the link between the 
CN/HA and MAP is a significant distance, it means that it would take 
some time for the BU to travel from the MAP to the CN/HA and back. 
Therefore, it would make sense to have a kind of temporary HA on the 
MAP. In that way, the MN only needs to update the MAP as long as the 
same MAP is located between the MN and CN/HA. Thus, the extra time 
for sending a BU between CN/HA and MAP is spared. Moreover, the 
MN can find the MAP address from the router advertisement and form a 
regional CoA address from the MAP before updating the CN/HA with this 
CoA. After that, the CN/HA sends their packets to a regional CoA. Then, 
the MAP tunnels them to the MN’s local CoA. In addition, the MAP can 
buffer the data packets destined to the MN and send them when the MN 
has sent the BU message through the new AR. In addition, HMIPv6 gains 
an advantage over MIPv6 by handling the MIP registration locally using 
a hierarchy of MAP, instead of the global communication handling in the 
MIPv6 domain.

In general, all the host-based mobility management protocols require 
a protocol stack modification of the MN and change its IP addresses to 
support its mobility within or across network domains. Consequently, it 
may increase the MN complexity and waste radio resources. Furthermore, 
some drawbacks still remain in the host-based mobility protocols (e.g., 
long handover latency, high packet loss, signaling overhead), which, put 
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FIGURE 3.4 Hierarchical MIPv6 operations.
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together, indicate the inappropriateness of these protocols to satisfy the 
QoS requirements for multimedia services.

Proxy MIPv6 (PMIPv6) [17] has been standardized by the IETF 
Network-based Localized Mobility Management (NETLMM) working 
group as a fundamental protocol of the homonymous category. It is based 
on MIPv6 and reuses some of its signaling concepts and functions. In par-
ticular, user terminals are provided with mobility support without their 
involvement in mobility management and signaling because the required 
functionality is relocated from the MN to the network. Movement detec-
tion and signaling operations are performed by a new functional entity 
called the mobile access gateway (MAG), which usually resides on the 
AR. Through standard terminal operation, including router and neighbor 
discovery or using link layer support, the MAG learns about MN move-
ment and coordinate routing state updates without any mobility-specific 
support from the terminal. IP addresses used by nodes within localized 
mobility domains (LMD) are anchored at an entity called the local mobil-
ity anchor (LMA), which plays the role of local HA for the corresponding 
domain. Bidirectional tunnels between the LMA and MAG are set up so 
that the MN can keep the originally assigned address despite its location 
within the LMD. Through the intervention of the LMA, packets addressed 
to the MN are tunneled to the appropriate gateway within the domain. 
Upon arrival, packets are locally forwarded to the MN, which is therefore 
oblivious to its own mobility.

In the case when MN connects to the PMIPv6 domain through multiple 
interfaces and over multiple access networks, the network will allocate a 
unique set of home network prefixes for each of the connected interfaces. 
The MN will be able to configure addresses on those interfaces from the 
respective home network prefixes. However, if a handover is performed 
by moving its address configuration from one interface to another, and if 
the LMA receives a handover hint from the serving MAG about the same, 
the LMA will assign the same home network prefixes that it previously 
assigned before the handover. The MN will also be able to perform a hand-
over by changing its PoA from a previous MAG to a new one using the 
same interface and will be able to retain the address configuration on the 
attached interface.

As illustrated in Figure 3.5, the overall PMIPv6 signaling flow includes 
an initial attachment phase and a handover procedure phase. Once a MN 
attaches to a MAG module and sends router solicitation (RtrSol) message 
for the first time, the MAG and the LMA exchange proxy binding update 
(PBU) and proxy binding acknowledgement (PBA) messages. The LMA 
sends an address assigned to a MN via a PBA message, and also sets up a 
bidirectional tunnel with the MAG for the MN to be able to communicate 
with a CN.
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The second phase describes the MN movement from the initial MAG 
to a new MAG until it can resume sending/receiving data packets to/from 
its CN. When the initial MAG detects the MN’s movement away from its 
access link to the new MAG, it sends a deregistration PBU (DeReg PBU) 
message to the LMA with a zero value for the PBU lifetime. Upon receiving 
this request, the LMA will identify the corresponding mobility session for 
which the request was received, and accepts the request after which it waits 
for a certain amount of time to allow the MAG on the new link to update 
the binding. However, if it does not receive any PBU message within the 
given amount of time, it will delete the binding cache entry. Upon detecting 
the MN on its access link, the new MAG will signal the LMA to update the 
binding state. Finally, the serving MAG will send the router advertisements 
(RtrAdv) containing the MN’s home network prefixes.

In PMIPv6, all the data traffic sent from the MN gets routed to the LMA 
through a tunnel between the MAG and the LMA. The LMA forwards the 
received data packets from the CN to the MAG through a tunnel. After receiv-
ing the packets, the MAG at the other end of the tunnel will remove the outer 
header and forward the data traffic to the MN. Furthermore, PMIPv6 is a 
localized mobility management protocol that shortens the signaling update 
time and reduces the disruption period. Therefore, the PMIPv6 handover can 
be relatively faster than the MIPv6 by using the link layer attachment infor-
mation. However, PMIPv6 still suffers from communication interruptions 
due to the link layer handover, which basically, depending on the underlying 
technology used, needs some time to complete [13]. Consequently, all data 
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packets sent during this handover period are lost. Moreover, enhancing the 
seamlessness of the PMIPv6 handover is still needed to support the QoS 
of real-time sensitive services and multimedia applications as well as the 
interaction with MIPv6 to support global mobility. Recently, the 3GPP and 
WiMAX forum have envisaged employing PMIPv6 for interworking with 
heterogeneous wireless access networks [18].

Considering the reduction of handover latency and data loss in PMIPv6, 
the fast handovers for PMIPv6 (FPMIPv6) procedure is proposed [19]. 
This standard specifies some necessary extensions for FMIPv6 to support 
the scenario when the MN does not have IP mobility functionality and 
hence is not involved with either MIPv6 or FMIPv6 operations. Moreover, 
FPMIPv6 does not require any additional IP-level functionality on the 
LMA and the MN running in the PMIPv6 domain.

FPMIPv6 can operate in predictive and reactive modes. In the predictive 
mode (if the MN detects a need for handover), the MN initiates handover 
procedures by transmitting an indication message to the previous MAG. In 
reactive mode, when the MN requires handover, the MN executes network 
re-entry to the new MAG. Then, the new MAG initiates handover proce-
dures before the MN informs the necessity of handover to the previous 
MAG. Predictive (initiated over previous MAG) and reactive (initiated by 
new MAG) FPMIPv6 operations are presented in Figure 3.6.

FPMIPv6 can reduce the PMIPv6 handover delay by allowing the MN 
to begin forwarding packets as soon as it detects a new link. FPMIPv6 
operates on the assumption that each of the MAGs has a database that has 
information (e.g., PoA identification and proxy CoA) of all the other MAGs 

MN

Handover
indication

HI

HI

HI

HI

HAck

HAck

HAck

HAck

PBU

PBA

PBU

PBA

Predictive mode Reactive mode

Previous MAG New MAG LMA MN Previous MAG New MAG LMA

Handover indication

Connection establishment

Connection establishment

FIGURE 3.6 Fast handovers operations for PMIPv6.

 



124 Wireless Multimedia Communication Systems

that exist in the same network. However, if the new MAG is located in a 
HetNet, then there may be no way to obtain the proxy CoA of the new 
MAG in advance, which is a problem that occurred when conducting hand-
over between heterogeneous access networks. Especially when a real-time 
multimedia packet stream needs handover management support, informa-
tion on the new MAG that is located in the HetNet needs to be known in 
advance as the QoS parameters on the target network side may need to be 
negotiated. Due to these reasons, even with FPMIPv6 implemented, it may 
be difficult to conduct seamless handover to the new MAG. Therefore, an 
enhanced FPMIPv6 scheme is proposed to reduce the packet-forwarding 
delay and E2E data transmission delay by eliminating traffic aggregation 
problems through improved coordinated data-path switching and also by 
using shorter data-paths instead of longer IP-tunneled data-paths [20].

Example 3.1

Commonly, signaling packets are small and approximately the same 
size. Therefore, compared with packet transmission time, the prop-
agation delay becomes an important criteria in mobility protocols 
performance analysis. To present performance analysis of FPMIPv6 
and enhanced FPMIPv6, it can be assumed that the previous and 
new PMAG are at equal distance with the LMA. Therefore, the mes-
sage propagation delay of PBU (TPBU), PBA (TPBA), fast PBU (TFPBU), 
fast PBA (TFPBA), handover packet-forwarding address request (THPAR), 
and corresponding response (THPAP) can all be set equal to the propa-
gation delay between the LMA and MAG (TLMA-MAG) because these 
messages are exchanged between the previous MAG and LMA 
or the new MAG and LMA. Because signaling packets exchanged 
between MAGs need to be routed through the LMA, the propa-
gation delay for HI (THI), HAck (THAck), and TMAG-MAG are all equal 
to 2TLMA-MAG. The connection establishment time (Tconn) can be set 
to 2TMAG-MN, where TMAG-MN is the propagation delay between the 
MAG and MN, and the transmission delay of forwarded data pack-
ets (Tdf) is set to 10 ms. TMAG-MN is set to 0.5 ms and TLMA-MAG is set as 
a variable where various values were tested during the simulation. 
The handover indication message propagation delay (Th.ind) is equal 
to TMAG-MN.

For the predictive mode, the handover signaling delay (THO,pre) 
and data packet-forwarding delay (TDF,pre) of FPMIPv6 are expressed, 
respectively, as

 THO,pre = Th,ind + THI + THAck + Tconn + TPBU + TPBA, (3.1)
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 TDF,pre = 2Tdf + TMAG-MAG + TMAG-MN. (3.2)

On the other hand, handover signaling delay (TE-HO,pre) and data 
forwarding delay (TE-DF,pre) for enhanced FPMIPv6 are expressed, 
respectively, as

 TE-HO,pre = Th,ind + 2TFPBU + 2TFPBA + 2Tconn + (THPAR + THPAP), (3.3)

 TE-DF,pre = 2Tdf + TLMA-MAG + TMAG-MN. (3.4)

In the reactive mode, the handover signaling delay (THO,rea) and 
data packet-forwarding delay (TDF,rea) of FPMIPv6 are expressed, 
respectively, as

 THO,rea = Tconn + THI + THAck + TPBU + TPBA, (3.5)

 TDF,rea = 2Tdf + TMAG-MAG + TMAG-MN. (3.6)

Signaling delay (TE-HO,rea) and data packet-forwarding delay 
(TE-DF,rea) for reactive mode of enhanced FPMIPv6 are expressed, 
respectively, as

 TE-HO,rea = Tconn + 2TFPBU + 2TFPBA, (3.7)

 TE-DF,rea = 2Tdf + TLMA-MAG + TMAG-MN. (3.8)

The total time-delay of the FPMIPv6 procedure is defined as 
TFPMIPv6,x = THO,x+TDF,x and the total time-delay of the enhanced 
FPMIPv6 procedure is defined as TE-FPMIPv6,x = TE-HO,x+TE-DF,x, where 
x = pre or x = rea when representing predictive or reactive mode, 
respectively. Based on the above assumptions and relations, it 
can be concluded that TFPMIPv6,x = (TEFPMIPv6,x + 3TLMA-MAG); there-
fore, TFPMIPv6,x > TE-FPMIPv6,x. Figure 3.7 shows the results obtained 
through simulation of total handover delay for predictive and 
reactive modes with varying TLMA-MAG [20].

Obvious delay reductions, particularly in reactive mode, can 
be regarded as a consequence of reduction in the data forward-
ing and the handover delay of the enhanced FPMIPv6 scheme. 
Because data packets are buffered at the LMA in the enhanced 
FPMIPv6, no IP tunneling is required between the previous and 
new MAG. These advantageous properties make the enhanced 
FPMIPv6 scheme more suitable for heterogeneous mobility com-
pared with FPMIPv6 operations.
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The Network Mobility (NEMO) Basic Support protocol [21] extends 
MIPv6 to support the movement of a whole network (mobile network), by 
the mobile router taking care of the mobility management (i.e., mobility 
signaling and tunnel setup) on behalf of the nodes of the network, called 
mobile network nodes (MNNs). The IP addresses of these nodes belong to 
the mobile network prefix (MNP) that is anchored at the HA of the mobile 
router. Regarding mobility, the NEMO is a client-based solution because it 
is also based on mobility functionality in the MN, a router in this case. The 
main purpose of this protocol is to address the requirement of transparent 
Internet access from vehicles.

NEMO inherits the limitations of MIPv6 as well as having its own 
drawbacks. Although NEMO seems to fit well in the context of terrestrial 
transport systems, it has not been designed to support the dynamics and 
special characteristics of vehicular communication networks (VCNs) [22]. 
The current version, as defined by the standard, does not incorporate a 
route optimization mechanism, and that affects its performance in vehicu-
lar scenarios.

Because packets sent by CNs reach the mobile network through one 
or more bidirectional tunnels between the HA and the mobile router, the 
route traversed by packets may be suboptimal when the mobile network 
and CN are in the same network (or topologically close) that is far away 
from the HA. A suboptimal route results in inefficiencies such as higher 
E2E delay, additional infrastructure load, susceptibility to link failures, 
etc. [23]. Moreover, requirement of all packets from or to the mobile net-
work to pass through HA creates a bottleneck. Header overhead is another 
issue associated to the problems of suboptimal route. As a packet passes 
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through each tunnel, it is encapsulated resulting in increased packet size. 
Encapsulation results in header overhead that decreases bandwidth effi-
ciency, and increases the chance of fragmentation. Moreover, encapsulated 
packets are also decapsulated as often as the number of encapsulations. 
Encapsulation and decapsulation require additional processing at the 
HA and mobile router. Handover of a mobile router is similar to that of a 
MIPv6 node. When a mobile router moves from one network to another, 
it has to discover an AR to obtain a CoA, and register with the HA. This 
procedure results in a delay that interrupts ongoing connections. The prob-
lem of handover delay reduction is not unique to NEMO, and has been 
adequately addressed for MIPv6.

An interesting extension to PMIPv6, specially designed for public 
transport system communications, is proposed by Soto et al. [24]. NEMO-
enabled PMIPv6 (N-PMIPv6) fully integrates mobile networks into LMDs. 
Concerning this approach, users can obtain connectivity either from fixed 
locations or mobile platforms (e.g., vehicles) and can move between them 
while keeping their ongoing sessions. N-PMIPv6 architecture exhibits two 
remarkable characteristics:

 1. It is a totally network-based solution; therefore, no mobility sup-
port is required in the terminals

 2. The handover performance is improved, both in terms of latency 
and signaling overhead

A MN is able to roam not only between fixed gateways (i.e., MAGs 
as in conventional PMIPv6) but also between moving gateways (called 
mMAGs, which are also able to roam within the domain), without chang-
ing the IPv6 addresses they are using. Detailed signaling operations for 
N-PMIPv6 are shown in Figure 3.8.

A mMAG behaves as a MN from the viewpoint of fixed gateways 
because moving gateways roam between different fixed gateways while 
keeping the same IP address. Moreover, a mMAG behaves as a regular 
gateway from the MN’s perspective, and extends the localized domain by 
providing attached terminals with IPv6 prefixes of the domain, and by for-
warding their packets through the LMA. An additional bidirectional tun-
nel between the moving gateway and the LMA is used to hide the network 
topology and avoid changing the particular prefix assigned to the terminal 
while roaming within the same domain.

3.3.3  Hybrid iP-baSed MobiLity ManageMent SoLutionS

Although each of the IP-based mobility support protocols is designed to be 
used independently, there are circumstances in which two or more of them 
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can be combined. In most cases, the combination is the result of individ-
ual actions of the different actors involved in the scenario (e.g., users and 
operators), with each of them deploying a solution to fulfill its own require-
ments [25]. For example, a client-based solution can be set up by a user 
requiring global mobility, but then the user’s MN could visit a network 
in which the operator has deployed a network-based solution to provide 
mobility support to its visiting nodes. On the other hand, the combination 
can also be planned to get together different functionalities, for example, 
network mobility and host mobility.

The basic combinations do not require modifying the individual proto-
cols. Although they are used together, they are not aware of each other and 
they do not have explicit mechanisms to cooperate, so there is no increased 
complexity because new functionality implemented in the involved nodes 
does not exist. In what follows, some representative hybrid solutions are 
presented.

3.3.3.1  MIPv6 + PMIPv6
A MN uses MIPv6 to obtain global mobility support (i.e., it can roam to 
any visited network while keeping global reachability and session continu-
ity). On the other hand, an operator deploys PMIPv6 to offer local mobility 
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support (within the domain) without requiring any support from the MNs. 
In this scenario, a MIPv6 node may visit the PMIPv6 domain. The opera-
tion of MIPv6 in the MN, when visiting a PMIPv6 access network, is the 
same as when visiting any other foreign network. Initially, after attaching 
to the domain, the MN obtains an IP address (to be used as its CoA), and 
registers it in its global mobility agent (i.e., the HA). Because the address 
used in the PMIPv6 domain remains the same while roaming within this 
domain, movements are transparent to the mobility management software 
in the user terminal (i.e., MIPv6). Furthermore, the terminal can also 
move to an access network outside the domain while keeping ongoing ses-
sions. This is done by the terminal getting another temporal address from 
the new access network and using MIPv6 to keep its global mobility agent 
(i.e., the HA) updated with its new location.

In this case, 24 bytes of additional overhead are added in the entire path 
between the MN and the CN, due to the use of MIPv6, plus an IPv6 tun-
nel (40 bytes) between the LMA and the MAG where the MN is attached 
(due to the use of PMIPv6). It is important to note that, out of the overall 
overhead, only the 24 bytes added by MIPv6 are present in the wireless 
access [25].

3.3.3.2  NEMO + PMIPv6 (+MIPv6)
A mobile router uses a NEMO protocol to acquire global mobility support 
for itself and the corresponding network. A node inside the mobile network 
can be a normal IP node without mobility support if it is not going to move 
away from the mobile network. It can also be a node with MIPv6-based 
global mobility support, able to roam to other networks. In addition, an 
operator deploys PMIPv6 to offer local mobility support without requiring 
any support from visiting nodes (hosts/routers).

Concerning this scenario, two different tunnels are involved to enable the 
communications of the mobile network: one between the mobile router and 
its HA (due to the use of NEMO), and another between the LMA and the 
MAG serving the mobile router (due to the use of PMIPv6). Consequently, 
there are up to 80 additional bytes of overhead in some wired segments of 
the path (when both tunnels are present), and up to 40 bytes in the wire-
less access (due to the use of NEMO), although not in the last wireless hop 
between the user terminal (i.e., the MNN) and its AR. A third overhead 
component (24 bytes in a route-optimized mode) is required if the termi-
nal attached to the mobile network is itself a MIPv6 node outside its home 
network.

A particularly relevant example of this scenario is the provision of 
Internet connectivity in public transportation systems where users ben-
efit from seamless access using mobility-unaware devices while the net-
work mobility support (i.e., the mobile router) takes care of managing the 
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mobility on behalf of the terminals. Some of the access networks can also 
provide PMIPv6 support. In this situation, where NEMO and PMIPv6 pro-
tocols are combined, when the mobile router enters the localized domain, 
it gets a temporal address (to be used as its CoA) from the domain and reg-
isters this address in its global mobility agent (i.e., HA), binding the MNPs 
managed by the mobile router to its current location (i.e., CoA). Because 
this newly acquired IPv6 address is provided by the PMIPv6 domain, it 
does not change while the mobile network roams within the localized 
domain, and therefore its movements are transparent to the NEMO pro-
tocol. Moreover, the mobile network is able to roam not only within the 
localized domain but also outside the domain, thanks to the NEMO opera-
tion, which provides global mobility support. A user terminal will not be 
able to leave the mobile network without breaking its ongoing sessions 
unless this terminal has MIPv6 support.

3.3.3.3  MIPv6 + N-PMIPv6
This scenario is very similar to the MIPv6 + PMIPv6 combination. A 
MN uses MIPv6 to obtain global mobility support (i.e., it can roam to any 
visited network while keeping global reachability and session continu-
ity). In addition, an operator deploys N-PMIPv6 to offer local mobility 
support enabling local roaming without requiring any support from user 
terminals. With N-PMIPv6, this local mobility domain is composed of 
fixed and moving MAGs. In this scenario, a MIPv6 terminal may visit 
the N-PMIPv6 domain. A user terminal can both move within a localized 
domain without changing its IP address and can also leave the domain 
without breaking any ongoing communications by acquiring a new tem-
poral address from the new access network and using MIPv6 to register 
this temporal address in its global mobility agent. The difference with 
the MIPv6 + PMIPv6 combination is that here the localized domain inte-
grates both fixed and moving MAGs, so that a user terminal is able to roam 
between fixed and mobile access infrastructure within the domain without 
involving/requiring any IP mobility support in the terminal (thanks to the 
N-PMIPv6 protocol). Whenever the terminal changes its location within 
the domain, the new access gateway (fixed or mobile) will update the ter-
minal’s location in the LMA. In this hybrid solution, three overhead com-
ponents are required: one (24 bytes) between MN and CN (due to the use 
of MIPv6 in a route-optimized mode), an IPv6 tunnel (40 bytes) between 
the LMA and the fixed MAG, and a second tunnel between the LMA and 
the mMAG.

An example of this scenario can also be a public transportation sys-
tem, in which mobility-unaware devices would get Internet access not 
only while moving or while waiting at the station platforms but also while 
roaming between fixed and mobile access infrastructure. Additionally, 
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the use of MIPv6 would also enable a MN to roam outside the localized 
domain, for example, when leaving the public transportation environment.

3.3.3.4  NEMO + N-PMIPv6 (+MIPv6)
In this combination, as in the previous one, an operator deploys N-PMIPv6 
to support local mobility, enabling local roaming (within the domain) with-
out requiring any support from the user terminals. However, the opera-
tor also deploys NEMO mobile router capabilities in the mMAGs, which 
enable the corresponding mobile networks to be able to move outside the 
localized domain while keeping ongoing sessions. This can be a common 
configuration if the mobile network needs to move out of a domain (e.g., 
a vehicle leaves the N-PMIPv6 localized domain deployed in a city and 
connects to another network operator). Using the N-PMIPv6 protocol, the 
localized domain integrates both fixed and moving MAGs, so that a user 
terminal is able to roam between fixed and mobile access infrastructures 
within the domain without changing IP address. The terminal can also 
be connected to a mMAG that moves outside the localized domain, and 
thanks to the use of NEMO functionality, this movement will be trans-
parent to terminals in the mobile network, that is, they will not need to 
change their IP addresses. The terminal can also use MIPv6 to obtain 
global mobility, that is, to be able to roam outside the access infrastructure 
over N-PMIPv6 and the mobile networks created by using NEMO.

The most effective way of deploying this scenario is by colocating the 
global mobility agent of the mobile router functionality (i.e., the HA) and 
the LMA in the same node so they can share the same range of addresses. 
With this configuration, the localized domain also becomes the home net-
work (domain) of the global mobility support. Therefore, when the mobile 
network is at the home domain, packets addressed to a MN attached to 
this network are forwarded through the LMA, as in the N-PMIPv6 simple 
case. This means that when the mobile network is away from its home 
domain, a bidirectional tunnel is created between the mobile router and the 
HA, which is used to forward all the traffic from or to terminals connected 
to the mobile network. In case the mobile network moves out of its home 
domain, the mobile router can no longer act as a mMAG, either because 
the visited domain is not an N-PMIPv6 localized domain or because the 
mMAG lacks the appropriate security associations with the LMA of the 
visited domain. When the mobile network is not at its home domain, a user 
terminal moving away from the mobile network would need to change 
its IP address, thus breaking ongoing sessions unless the MN has its own 
MIPv6 support. In this combination, a node in the network has to combine 
LMA (N-PMIPv6) and HA (NEMO) functionality.

When a mobile network is attached to a mMAG (located in home 
N-PMIPv6 domain), and assuming a deployment scenario in which the 
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LMA and the HA are colocated, two IPv6 tunnels are required. The first 
one is between the LMA and the fixed MAG, and the second one between 
the LMA and the mMAG. If the user terminal is a MN running MIPv6 
(which is outside its home network), an additional overhead component (24 
bytes) is required due to the use of MIPv6 in route-optimized mode.

Considering the presented hybrid solutions, it can be concluded that 
they can have an important effect on the overhead and handover delay, 
leading to performance penalties that can be significant in certain cases. 
Comprehensive experimental evaluation of hybrid mobility management 
solutions regarding handover delay is conducted by de la Oliva et al. [25].

Example 3.2

To select the most suitable mobility management solution, the 
protocol provided by the network and the MN’s preference of the 
mobility management should be considered [26]. For example, 
during the authentication process, MAG finds the MN’s prefer-
ence from the user’s profile. When the MN’s preferred protocol 
matches that provided by the access network, the agreed protocol 
is selected. Otherwise, the MN’s preference has higher priority. 
If the MN has no preference, the network takes the responsibil-
ity of evaluating the performance of basic MIPv6 and the hybrid 
MIPv6 + PMIPv6 scheme and selects the appropriate protocol.

To evaluate the performance of basic MIPv6 and the hybrid 
scheme, the path latency related to them is probed by MAG. 
During the path probing, the MAG sends out two probing mes-
sages to home LMA/HA for multiple times. The first one is sent 
through the visited LMA and then redirected to the home LMA/
HA and the related round-trip time (RTT) is denoted as RTThybrid. 
The other probing message is directly sent to the home LMA/HA 
and the related RTT is denoted as RTTmip.

The average RTT of the MIPv6 path (zn) after path probing for 
n times can be calculated as

 z n zn n= + − −α αRTTmip( ) ( )1 1 (3.9)

Parameter α reflects the significance of past events in the cal-
culation of the weighted average. For example, if α = 0.8, then the 
most recent value zn−1 contributes to the calculated zn  value with 
a 20% weighting. In a similar manner, the average RTT for the 
hybrid MIPv6 + PMIPv6 scheme can be calculated and denoted 
as tn.
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When the path latency of the basic MIPv6 is much smaller 
than that of the hybrid scheme and MN hands over with low 
frequency, the performance of the basic MIPv6 is better. On the 
other hand, when the latency of basic MIPv6 is not much smaller 
than that of the hybrid scheme and MN hands over with high 
frequency, the performance of the hybrid scheme is better. The 
protocol selection criterion presented as
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can be used to adaptively select the better protocol according to 
network conditions and mobility parameters. Here, Nh is the hand-
over frequency, whereas Ht is the quality threshold, which can be 
used to determine which protocol should be selected.

3.3.4  tranSPort Layer MobiLity ManageMent

Transport layer protocols are based on the E2E mechanism as an alterna-
tive to MIP-based solutions. These protocols achieve mobility manage-
ment using end hosts that have been allocated to take care of mobility 
without altering the network infrastructure. Well-established transport 
layer protocols, such as TCP and UDP, provide application E2E commu-
nication services as well as reliable data delivery, and congestion and flow 
control. However, these transport protocols do not target wireless network 
or mobility management support. Therefore, several approaches have been 
designed and directed toward transport layer performance improvement in 
wireless networks and support mobility management.

The advantages of transport layer mobility include inherent route optimi-
zation (triangle routes never occur), no dependence on the concept of a home 
network or additional infrastructure, the possibility to support seamless hand-
overs as well as location management if the MN has multiple interfaces, and 
the ability to pause transmissions in expectation of a mobility-induced tempo-
rary disconnection. The main drawback of transport layer approaches is the 
requirement for cooperation between layers compared with the network layer 
approach, such as location management handling [27].

The stream control transmission protocol (SCTP) [28] is accepted 
as a general-purpose transport protocol that operates over a potentially 
unreliable connectionless packet service, such as IP. Although it inherits 
many TCP functions, it also incorporates many attractive features such 
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as multihoming, multistream, and partial reliability. The SCTP-based 
approach uses multihoming for implementing mobility management. The 
multihoming feature allows a SCTP to maintain multiple IP addresses. 
Among those addresses, one address is used as the primary address for cur-
rent transmission and reception, whereas other (secondary) addresses can 
be used for retransmissions. These IP addresses are exchanged and veri-
fied during the association initiation, and are considered as different paths 
toward the corresponding peer. The multihoming feature of SCTP provides 
a basis for mobility support because it allows a MN to add a new IP address, 
while holding an old IP address already assigned to it. Other applications of 
multihoming, such as load balancing over multiple paths, are not supported 
by the standard SCTP. Indeed, simultaneous data transfers over multiple 
paths may cause packet reordering leading to congestion–control problems 
because SCTP adheres strictly to the TCP congestion–control algorithm, 
which is not designed to support multihoming [4].

Despite this limitation, SCTP multihoming seems to be an interesting 
protocol feature that may easily be leveraged to provide transport-layer hand-
over to end-user applications. However, when considering standard SCTP 
multihoming support for transport-layer handover, it is very important to 
note that only the primary path is used for data transmission, whereas all 
other available paths can handle retransmissions only. Then, the decision of 
changing the primary path relies mainly on the failover mechanism. Another 
important consideration about SCTP multihoming support is the absence of 
mechanisms to dynamically change the set of IP addresses specified for an 
active association. Thus, in a mobile network scenario, if an association has 
already been established for a given IP address, and a new PoA with a dif-
ferent IP address becomes available, there is no possibility to include it in the 
association and switch the primary path over to the new network connection.

The SCTP multihoming feature and dynamic address reconfigura-
tion (DAR) extension [29] can be used to solve the mobility management 
problem in HetNets by dynamically switching between alternate network 
interfaces. Using this solution, also referred to as mobile SCTP (mSCTP), 
to enable seamless handover has many advantages including simpler net-
work architecture, improved throughput and delay performance, and ease 
of adapting flow/congestion control parameters to the visiting networks. 
mSCTP mobility management procedure is performed through the follow-
ing basic steps [13]:

 1. The MN and CN nodes exchange IP address lists, which are 
valid for the communication to establish an mSCTP association. 
Moreover, only one source or destination pair is selected as a pri-
mary path to send the data, whereas the remaining pairs will be 
kept untouched, which serve in the backup situation.
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 2. When the MN receives other domain network advertisements and 
before the MN moves to the new domain network, it obtains a new 
IP address (not included in the exchange list). Then, the MN must 
communicate its CN using specific control messages (i.e., address 
configuration chunks) regarding this new IP address.

 3. Once the new IP address has been added to the association, the 
MN may decide, depending on an appropriate moment, such as 
receiving strong signal strength measurement obtained from the 
link layer, that it will move to the new network domain.

 4. The MN switches the primary path associated with the old IP 
address to the new IP address.

 5. The MN communication session continues without disruption to 
the new IP address.

 6. As further mobility session transmissions continue, unnecessary 
IP addresses can be removed from the exchange IP address list.

With mSCTP, the primary path may be announced to the receiver’s end 
point during association initialization and changed whenever it is needed 
during the association lifetime. When adding/removing an IP address to/
from an association, the new address is not considered fully valid until 
the address configuration acknowledgment message is received. Changing 
the primary address may be combined with the addition or deletion of an 
IP address. However, only addresses already belonging to the association 
can be set as the primary, otherwise the set primary address request is dis-
carded. mSCTP preserves the same congestion–control rules as standard 
SCTP, and logically, a lot of research performed recently on SCTP can be 
useful for mSCTP development [4].

3.3.5  aPPLication Layer MobiLity ManageMent

The application layer approach achieves mobility management support 
by taking care of node mobility without altering its IP stack and does 
not rely on the underlying technology. The application layer mobility 
management schemes, unlike other approaches in transport and network 
layers, do not change the MT’s kernel. Another advantage is that the 
application layer, architecturally the highest layer of operation, can func-
tion across HetNets.

Session initiation protocol (SIP) [30] is a major application layer signal-
ing protocol for establishing, modifying, and terminating multimedia ses-
sions. These sessions include IP telephone calls, multimedia distribution, 
multimedia conferences, and other similar services. SIP invitations used to 
create sessions carry descriptions that allow participants to agree on a set 
of compatible media types. SIP uses elements called proxy servers to help 
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route requests to the user’s current location, authenticate and authorize 
users for services, implement provider call-routing policies, and provide 
features to users. SIP also provides a registration function that allows users 
to upload their current locations for use by proxy servers.

With minor modifications, SIP is capable of handling terminal, session, 
personal, and service mobility. Moreover, SIP is free of many of the draw-
backs of network or transport layer mobility, such as suboptimal routing 
and protocol stack modification. The fact that SIP has been accepted as 
the signaling standard by 3GPP, and is also capable of providing mobil-
ity support, made it the representative application layer mobility solution. 
Also, the SIP-based approach is widely accepted as a seamless handover 
management solution in HetNets [31–33].

SIP exploits knowledge about the traffic at a higher layer to benefit real-
time flows. This scheme is quite similar to MIPv6 and is especially advan-
tageous for multimedia traffic, as it reduces E2E delay by allowing a CN 
to directly communicate with the MT’s CoA, but does not require direct 
traffic tunneling through the HA. The main entities in SIP are user agents, 
proxy servers, and registrar servers. A user is generally identified using a 
SIP uniform resource identifier (URI), for example, sip:user@domain.

Signaling messages in typical SIP infrastructure are shown in Figure 3.9. 
Mobile users register their SIP ID and IP address into a registrar server 
(that may be colocated with a proxy server) using REGISTER message. 
When an MN decides to establish a session, it sends an INVITE mes-
sage to its local proxy server. The INVITE message is routed to the proxy 
server of the destination domain according to the URI of the destination. 
Destination proxy server queries the location service of registrar server to 
find the IP address that is mapped to the destination URI and forwards the 
INVITE message to the destination user agent.

Although SIP is primarily the protocol for personal mobility, it can also 
be used for terminal mobility. When an MN moves to a new subnet during 
a session, it obtains a new IP address, which is to be informed to the CN 
via a re-INVITE message containing the callID of the session. The CN 
continues the session with the MN using its new IP address. The MN also 
sends a REGISTER message to its home registrar server to update its new 
location.

Several variations of enhanced SIP-based schemes to reduce the hand-
over delay have been proposed in open literature [34,35]. Based on recent 
comprehensive research, it became evident that SIP is not a totally inde-
pendent solution to support terminal mobility because it does not take into 
account the effect of lower layer triggers and information on handover 
detection and decision. The most perspective approach to overcome this 
issue is related to the integration of media independent handover (MIH) 
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functionalities and associated services (see Chapter 4) into SIP mobility 
management framework [36,37].

3.4  INTERDOMAIN MOBILITY MANAGEMENT

Interdomain mobility management is related to the multihoming capability 
of a terminal, where users not only have access to services anywhere at any 
time from any network but also consider using different access networks 
simultaneously through several wireless interfaces [38]. It allows mobile 
users more flexibility in terms of ubiquitous access, resiliency, reliability, 
and bandwidth aggregation. The multihoming terminal should be able to 
maintain multimedia applications, especially delay-sensitive ones, with 
minimal disruption during a handover.

The concept of interdomain mobility management also means that one 
domain for each access network is considered. Even if it is easier for users 
to have all the subscriptions at the same operator, it is more advantageous 
to use different operators compared with roaming. Although all operators 
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do not offer this possibility nowadays, the use of separate operators pro-
vides a wider coverage area.

3.4.1  SHiM6 ProtocoL

The Shim6 protocol [39] specifies a network layer shim approach for pro-
viding locator agility below the transport protocols so that multihoming 
can be provided for IPv6 with failover and load spreading properties, 
without assuming that a multihomed site will have a provider independent 
address prefix, which is announced in the global routing table. Moreover, 
Shim6 brings a clear split between the identifier and locator functions of 
an IP address, which is very helpful in mobile environments, especially for 
multihomed terminals that have to manage as many IP addresses as access 
networks. The first IP address a terminal uses to communicate is its identi-
fier, called the upper layer identifier (ULID). The identifier or ULID of a 
Shim6 terminal remains unchanged for the upper layers, even if the active 
IP address changes. The locators correspond to the remaining set of IPv6 
addresses that are associated with the MT. ULID is also used as a locator 
at the beginning of the communication. The mapping between ULID and 
locators is performed in the Shim6 sublayer [40].

Shim6 can easily be adopted in a multihoming MT context. Observing 
two communicating MNs (MN and CN), Shim6 first initiates a context 
establishment exchange between these terminals to exchange their avail-
able sets of IP addresses. At this step, it also establishes a security associa-
tion to identify these hosts safely.

The locator change during an active communication is achieved thanks 
to a reachability protocol (REAP) [41], which implements failure detec-
tion and locator pair exploration functions. The failure detection function 
reveals disconnections in the current path by sending periodic keep alive 
messages. If the current path fails, a locator pair exploration procedure 
is launched to select an alternative one. It represents the shortest avail-
able path between hosts from the list of locators exchanged at the context 
establishment. After switching to the new locator pair, the ULIDs remain 
unchanged. At the arrival of each packet at the Shim6 layer, a comparison 
is made to determine if the ULID corresponds to the current locator. If 
they are different, a mapping is performed to set up the correct locator and 
then keep the changes invisible to the application.

3.4.2  interdoMain SeSSion ManageMent

Integration of Shim6 protocol in the IP multimedia subsystem (IMS) 
architecture seems to be a perspective approach for interdomain session 
management. The main goal of this concept is to allow a user to change the 

 



139Mobility Management in Heterogeneous Wireless Systems

access network seamlessly while maintaining application QoS [38]. Shim6 
can manage interface switching in a seamless and secure way, whereas 
IMS supports real-time session negotiation and management, guarantee-
ing an expected QoS level to the ongoing sessions. With such a combina-
tion and the fact that Shim6 makes the interface change transparent, the 
implementation of a SIP-based proxy is needed to handle the session rene-
gotiation procedure. This proxy is capable of managing the registration 
and session establishment.

Once the new location has been determined, Shim6 sends a notification 
message to inform the proxy about the address change so that this entity 
can start session initiation in the new location. After session establish-
ment, the proxy sends back a notification response to Shim6 so that it can 
update the locators and switch to the new domain. Considering the inter-
face switching as a handover process, it can be observed as being reactive 
or proactive. Shim6 originally works in a reactive mode. In fact, the MT 
first detects the failure and switches to an alternative path afterward. It 
does not imply any change in the basic concepts (Shim6 and REAP) con-
cerning mobility management. This method involves a handover delay and 
can cause significant packet loss. On the other hand, in the proactive mode, 
the handover delay is significantly reduced because the session establish-
ment and resource allocation are anticipated.

Example 3.3

If it is assumed that the access networks belong to independent 
IMS domains, MN needs to be subscribed to both operators and 
registered with each IMS. As a case study, an environment in 
which MN has two interfaces to access IMS1 and IMS2 is consid-
ered. The MN obtains two IP addresses from the corresponding 
IMSs. First, the MN connects to IMS1 and after a while, a hand-
over occurs to the new access network.

Figure 3.10 illustrates the signaling flow for session establish-
ment and its maintenance during terminal movement in the reac-
tive mode. The session established has a callID with callID1 value. 
After that, the MN initiates a ShimM6 context establishment to 
benefit from multihoming. At this step, the ULIDs and locators are 
identical. Sometime later, the MN moves and changes its access 
network and connects to IMS2. The interface change is managed 
by Shim6 as previously described, and the SIP proxy receives a 
notification message. At this step, the ULIDs remain the same, 
but the locators are different and correspond to the IP addresses 
of the new access network (in IMS2). This change is transparent to 
the application but should be considered to reestablish a session 

 



140 Wireless Multimedia Communication Systems

according to the new location of the MN and maintain the appro-
priate QoS parameters. The SIP proxy initiates the session estab-
lishment according to the new location in IMS2 through a second 
interface. The new session has callID2 as callID value. To hide this 
change from the application and preserve the continuity of the 
session, the SIP proxy has to handle the callID change. From the 
application view, the session is established with callID1, whereas 
from the network view, the new session has a callID2 value. The 
application is not aware of the new session establishment.

Once the new session is established, a notification response 
is sent back to Shim6. At this point, Shim6 enables the use of the 
new locators, so the traffic is redirected to the new location IMS2. 
The previous session in IMS1 is explicitly ended to avoid any nega-
tive effects on delay and allocated resources (i.e., SIP proxy sends 
a BYE message with callID1). In the reactive mode, the media loss 
begins when the Shim6 detects the failure and ends when the 
Shim6 path change ends. It is obviously visible from the user point 
of view. Afterward, when the MN ends the session, the BYE mes-
sage has callID1, and the SIP proxy changes this to callID2 to end 
the session properly and in the appropriate network.
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FIGURE 3.10 Session establishment and recovery in a reactive mode with two 
independent IMSs.
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In the same way, the OK message is sent with the callID2 value. When 
the CN’s proxy receives this message, it changes the callID2 to callID1 and 
forwards the message to the application to complete the BYE procedure. 
From the application view, the session does not change. All modifications 
are hidden by the SIP proxy to maintain the session as active.

3.5  DISTRIBUTED MOBILITY MANAGEMENT

Traditional hierarchical structures of mobile systems employ heavily cen-
tralized mobility management protocols, notably PMIPv6 and dual-stack 
MIPv6, to handle network-based and host-based mobility schemes, respec-
tively. The centralized approach might have been reasonable at the time 
the existing mobile networks were designed. However, it brings several 
obvious limitations in handling a large volume of mobile data traffic, due 
to the involvement of the centralized mobility anchors (HA, LMA, etc.) 
in handling mobility signaling and routing for all registered MNs. These 
drawbacks are identified by Chan [42] as

• Suboptimal routing. Because the (home) address used by an MN 
is anchored at the home link, traffic always traverses the central 
anchor, leading to paths that are, in general, longer than the direct 
one between the MN and its CN. This is exacerbated by the cur-
rent trend in which content providers push their data to the edge 
of the network, as close as possible to the users, for example, in 
deploying content delivery networks. With centralized mobility 
management approaches, user traffic will always need to go first 
to the home network and then to the actual content source, some-
times adding unnecessary delay and wasting operator resources.

• Scalability problems. Existing mobile networks have to be dimen-
sioned to support all the traffic traversing the central anchors. This 
poses several scalability and network design problems because 
central mobility anchors need to have enough processing and rout-
ing capabilities to deal with all the users’ traffic simultaneously. 
Additionally, the entire operator’s network needs to be dimen-
sioned to be able to cope with all the users’ traffic.

• Reliability. Centralized solutions share the problem of being more 
prone to reliability problems because the central entity is poten-
tially a single point of failure and vulnerability to attacks.

To address these issues, a new architectural paradigm, called DMM, 
is being explored by both research and standards communities. DMM 
introduces the concept of a flatter system architecture in which mobil-
ity anchors are placed closer to the user, distributing the control and data 
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infrastructures among the entities located at the edge of the access network. 
Critically, DMM introduces the ability of an MN to move between mobil-
ity anchors, something that is not possible with any of the present central-
ized approaches. Additionally, it is worth noting that by removing all the 
difficulties posed by the deployment of a centralized anchoring and mobil-
ity approach, adoption of DMM is expected to be easier [43]. Currently, 
both leading standardization bodies in the field of mobility management, 
IETF and 3GPP, have their own initiatives related to the DMM framework.

3.5.1  ietF FraMework For dMM

At this moment, the IETF is the main driver in the DMM standardiza-
tion process. The DMM WG [44] was chartered to address the emerging 
need for mobile operators to evolve existing IP mobility solutions toward 
supporting a distributed anchoring model. The IETF first identified the 
requirements that DMM architecture should meet, and it is currently ana-
lyzing existing practices for the deployment of IP mobility solutions in a 
distributed environment. The main goal of this analysis is to identify what 
can be achieved with existing mobility solutions and which functions are 
missing to meet the identified DMM requirements. In terms of solution 
space, three main classes of solutions can be identified: client (MIPv6)-
based, network (PMIPv6)-based and routing-based DMM.

In the case of client-based distributed mobility [45], multiple HAs are 
deployed at the edge of the access network to distribute the anchoring. The 
basic concept is that an MN no longer uses a single IP address anchored at 
a central HA, but configures and uses an additional address at each visited 
access network. The MN uses the locally anchored address to start new 
communications, while maintaining reachability for those IP addresses 
that are still in use by active communications. This requires the MN to 
bind each of the active (home) addresses with the locally anchored address 
currently in use, which is actually playing the role of CoA in these bind-
ings. Session continuity is guaranteed by the use of bidirectional tunnels 
between the MN and each one of the HAs anchoring in-use addresses as 
shown in Figure 3.11. Here, MN initially attaches to the distributed anchor 
HA/AR1 and configures the IPv6 address HoA1 to communicate with 
a CN1. If MN moves to HA/AR3, a new locally anchored IPv6 address 
(HoA2) is configured and used for new communications, for example, with 
CN2. The continuity of the session with CN1 is provided by a tunnel set up 
between the MN and HA/AR1.

This deployment model does not require changes in the protocol behav-
ior of the network entities. However, it requires extensions and additional 
intelligence on the MN side because it has to manage multiple addresses 
simultaneously, select the right one to use for each communication, keep 
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track of those addresses that need mobility support, and perform the 
required maintenance operations (i.e., binding, signaling, and tunneling) 
[43]. Handover latency of MIPv6-based DMM is improved from MIPv6 
due to the localized and distributed mobility management being intro-
duced, and depends strictly on the underlying network topology [46]. 
Because of this fact and good performance in terms of packet delay, client-
based DMM seems suitable for supporting real-time video applications 
that can tolerate some amount of delay (e.g., video-on-demand with a large 
buffer) and also non-real-time applications (e.g., video downloading).

Considering the network-based distributed mobility solutions, two sub-
classes can be identified: solutions with a fully distributed model and solu-
tions with a partially distributed model. The difference between fully and 
partially distributed approaches has to do with whether or not the control 
plane and data plane are tightly coupled. In the fully distributed model, 
mobility anchors are moved to the edge of the access network, and they 
manage both control and data planes. For instance, in a fully distributed 
model and using PMIPv6 terminology, each AR implements both LMA 
and MAG functions, and for each user, the AR could serve as an LMA 
(thus anchoring and routing the local traffic for a given user) or as an MAG 
(thus receiving the tunneled traffic from the virtual home link of the given 
user). In the partially distributed model, the data and control planes are 
separated, and only the data plane is distributed. In this sense, the opera-
tions are similar to 3GPP networks in which the control plane is managed 
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by the mobility management entity (MME), whereas the data plane is 
managed by the corresponding gateways. An example of the operation of a 
generic network-based DMM concept is shown in Figure 3.12.

The split of the control plane and data plane allows the mobility anchors 
to optimally route the data traffic while relying on a single central entity 
to retrieve the localization of the connected MNs. There are proposals to 
extend the PMIPv6 protocol to achieve this by either maintaining legacy 
with current PMIPv6 deployments or proposing new extensions and chang-
ing the way PMIPv6 functions are implemented. Among the ones of the 
first category, Korhonen et al. [47] propose implementing local routing at 
the MAG. In fact, the PMIPv6 binding signaling exchange is extended to 
allow the MAG to defend a set of IP addresses, thus routing traffic directly 
through the Internet. To access the operator services, the MN can still use 
the IP address anchored at the LMA. This, however, requires the man-
agement of several IP addresses at the MN and the selection of a specific 
IP address for a certain service. Alternatively, the logical entity of a cen-
tralized mobility database to maintain users’ localization information and 
allow the setup of on-demand tunneling when a specific service requires 
seamless mobility support is introduced by Bernardos et al. [48]. Taking 
into account the qualitative analysis carried out by Shin et al. [46], the 
PMIPv6-based DMM seems most suitable for real-time interactive video 
applications (e.g., videoconferencing and gaming) due to its low handover 
latency.
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The routing-based distributed mobility proposal [49] follows a com-
pletely different philosophy. In this case, when the MN attaches to an AR, 
it obtains an IP address that is then internally advertised within the domain 
using an intradomain protocol (e.g., border gateway protocol; BGP). When 
the MN moves, the new AR first looks up an IP address using the MN’s 
host name obtained during the authentication. If found, the new AR per-
forms a reverse lookup to confirm that some AR has actually assigned the 
IP address to the MN’s host name. If this is confirmed, a routing update 
is performed. The new AR creates a BGP update message containing the 
MN’s IP address and sends the message to its peers to announce the new 
route. An example of routing-based concept is shown in Figure 3.13.

However, routing-based DMM has some limitations in terms of hand-
over latency (limited by the intradomain routing convergence) and scalabil-
ity (i.e., storms of routing updates) [43]. This approach would be the most 
efficient way to support non-real-time video applications due to its superior 
performance in packet routing. On the other hand, the scope of its usage 
seems limited to less mobile users due to its high signaling overhead [46].

3.5.2  3gPP eFFortS toward FLexibLe and 
dynaMic MobiLity ManageMent

Although no DMM-specific efforts are ongoing in 3GPP, several devel-
opments indicate a trend toward more flexible and dynamic mobility 
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management. Namely, 3GPP continues to make ongoing efforts to allevi-
ate the traffic load on the mobile core network. The prevalent schemes are 
local IP address (LIPA) and selected IP traffic off-load (SIPTO) [50].

LIPA enables an IP-capable MN connected via a femtocell to access 
other IP-capable entities in the same residential or enterprise network, 
without the user plane traversing the mobile operator’s core network. LIPA 
is achieved by collocating a local gateway with the femtocell and enabling 
a direct user plane between the local gateway and the femtocell. On the 
other hand, SIPTO enables a mobile operator to off-load certain types of 
traffic at a network node close to the MN’s PoA to the access network. This 
is achieved by selecting a set of gateways (i.e., serving gateway and packet 
gateway) geographically or topologically close to the PoA. For 3GPP 
Rel. 12, there is currently a work item called LIPA mobility and SIPTO 
at the local network (LIMONET) [51], which aims to provide mobility 
support for LIPA between femtocells within the same local gateway and 
also enable SIPTO at the local network. Although SIPTO and LIPA allow 
off-loading traffic from the network core in ways that seem similar to the 
DMM approaches, the LIMONET concept provides only localized mobil-
ity support (within a small geographical region).

Another important aspect of the 3GPP approach to mobility manage-
ment is the role of the MME. Based on the key supported functions (e.g., 
MT reachability, selection of the appropriate gateway, and management of 
bearers associated with the MT), it should be clear that the role of MME 
in such evolved networks is an important consideration. For instance, the 
MME can play a role in the selection of the distributed anchor.

3.6  CONCLUDING REMARKS

Many mobility support protocols have been and are still being developed 
by several standardization bodies, in particular by the IETF. Each protocol 
provides a different functionality (e.g., terminal mobility or network mobil-
ity) and requires operations in different network entities. The evaluation of 
mobility management schemes clearly shows that the network-based mobility 
protocol, PMIPv6, is the most promising solution to improve the mobile com-
munications performance on localized networks and it is expected to fulfill 
most of the service requirements in the wireless networks.

The current trend in the evolution of mobile communication networks 
is toward terminals with several network interfaces that get ubiquitous 
Internet access by dynamically changing access network to the most appro-
priate one. Handovers between different access networks will become 
more common. In this situation, the different solutions are going to coexist 
to provide seamless mobility. There is no general solution because each of 
them addresses different requirements.
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As a flexible architectural paradigm, DMM offers perspective solu-
tions for future multimedia wireless systems. It can be introduced into real 
environments in a gradual and additive fashion, either complementing or 
replacing existing functions, depending on the operator’s needs. Moreover, 
it evolves those features of the 3GPP systems that are already being 
deployed as spot solutions to the bandwidth crunch. According to the com-
parative analysis in terms of overhead, handover latency, and packet delay, 
it can be concluded that client-based and network-based DMM is more 
suitable for efficient multimedia content delivery compared with routing-
based approaches, and can better support delay-sensitive and delay-tolerant 
multimedia services, respectively.
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4 Network Selection 
in Heterogeneous 
Wireless Environment

An important characteristic of next generation wireless networks is the 
compositeness of the communication model. The combination of different 
wireless technologies and architectures can be used for providing a large 
variety of multimedia services for users to access from “any place and any 
time.” In such a heterogeneous environment, handover management is the 
essential issue that supports seamless mobility for users. Handover man-
agement, as one of the components of mobility management, controls the 
change of the mobile terminal’s point of attachment (PoA) during active 
communications. Handover management includes mobility scenarios, 
metrics, decision algorithms, and procedures. Major challenges in hetero-
geneous handover management are seamlessness and automation aspects 
in network switching. Because users can always be connected through the 
optimal radio access network (RAN), it is necessary to develop an ade-
quate mechanism for its selection. Because some other parameters must 
be taken into consideration besides the traditional received signal strength 
(RSS) and signal to interference and noise ratio (SINR), it is possible that 
the problem can be pointed out from the aspect of multicriteria analysis.

4.1  INTRODUCTION

Growing consumer demands for access to multimedia services from any-
where at any time is accelerating technological development toward the 
integration of heterogeneous wireless access networks. This next genera-
tion of wireless multimedia systems represents a heterogeneous environ-
ment with different RAN technologies that differ in terms of their general 
characteristics such as coverage, bandwidth, security, cost, and QoS. 
However, differences can exist among networks with the same architec-
ture. For example, two wireless local area networks (WLANs) based on 
the same standard can be different in terms of security and QoS as well as 
the cost of service.

In this kind of environment, handover management is the essential issue 
that supports the mobility of users from one system to another. Handover 
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management, as one of the components of mobility management, controls 
the change of the mobile terminal’s PoA during active communications. 
Handover management includes mobility scenarios, metrics, decision 
algorithms, and procedures [1].

In homogeneous networks, handover is typically required when the 
serving PoA becomes unavailable due to user’s movement, whereas the 
need for vertical (heterogeneous) handover can be initiated for convenience 
rather than connectivity reasons. Major challenges in vertical handover 
management are seamlessness and automation aspects in network switch-
ing. These specific requirements can refer to the always best connected 
(ABC) concept [2]. ABC represents a vision of fixed and mobile wireless 
access as an integral and challenging dimension in developmental para-
digm of the next generation of wireless networks. It is a strategic goal to 
define important advancements that happen and are predicted in technolo-
gies, networks, user terminals, services, and future business models that 
include all these issues while realizing and exploiting new wireless net-
works. On the other hand, because users can always be connected through 
the optimal RAN, it is necessary to develop an adequate mechanism for its 
selection. Because some other parameters must be taken into consideration 
besides the traditional RSS and SINR, it is possible that the problem can be 
pointed out from the aspect of multiple criteria analysis [3].

Network selection is one of the most significant challenges for next gen-
eration wireless heterogeneous networks, and thus it draws researchers’ 
and standardization bodies’ attention. International Telecommunication 
Union’s (ITU) concept of Optimally Connected, Anywhere, Anytime pro-
posed in M.1645 [4] states that future wireless networks can be realized 
through the coalition of different RANs. According to such a scenario, 
the heterogeneity of access networks, services, and terminals should be 
fully exploited to enable higher utilization of radio resources. The main 
objective is to improve overall networks performances and QoS perceived 
by users. 3GPP is defining an Access Network Discovery and Selection 
Function (ANDSF) [5] to assist mobile terminals in vertical handover 
between 3GPP and non-3GPP networks, covering both automated and 
manual selection as well as operator and user management.

IEEE 802.21 TG is developing standards to enable handover and interop-
erability between heterogeneous link layers [6]. This standard defines the 
tools required to exchange information, events, and commands to facilitate 
handover initiation and handover preparation. The IEEE 802.21 standard 
does not attempt to standardize the actual handover execution mechanism. 
Therefore, it is equally applicable to systems that employ mobile IP at the net-
work layer as to systems that use SIP at the application layer (see Chapter 3).

In the network selection scenario, users are always trying to seamlessly 
access high-quality multimedia service at any speed, any location, and at 
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any time by selecting the optimal network. Therefore, ensuring a specific 
QoS is the objective in the process of network selection. A great number of 
techniques related to the handover initiation and optimal access network 
selection are proposed in the open literature. The suggested techniques use 
different metrics and heuristics for solving the abovementioned problems. 
Unfortunately, the currently proposed vertical handover techniques do not 
completely satisfy the demands from the covering technologies’ point of 
view, as well as for analyzing the parameters’ adequacy, implementation 
of complexity, together with invoking all the entities to the access network 
selection.

This chapter starts with a synopsis of the handovers in a heterogeneous 
environment. Additionally, Media-Independent Handover (MIH; IEEE 
802.21), which is designed for vertical handover, is briefly described. After 
that, the definition and systematization of the decision criteria for network 
selection is provided. Next, the influences of users’ preferences together 
with the service requirements are envisaged. Finally, existing studies on 
network selection using cost function, multiple attribute decision making, 
fuzzy logic, artificial neural networks, etc., are systematically discussed.

4.2  HANDOVER FRAMEWORK IN 
HETEROGENEOUS ENVIRONMENT

The area serviced by each PoA can be identified as its cell. The dimen-
sions and profile of every cell depend on the network type, transmission 
and reception power, as well as size of each PoA. Usually, cells of the same 
network type are adjacent to each other and overlap in such a way that, 
for the majority of time, any mobile terminal is within the coverage area 
of more than one PoA. Cells of HetNets, on the other hand, are overlaid 
within each other. Therefore, the key issue for a mobile host is to reach a 
decision from time to time as to which PoA of which network will handle 
the signal transmissions to and from a specific host and hand off the signal 
transmission if necessary.

Handover (handoff) is the temporal process of maintaining a user’s 
active session (call) when a mobile terminal changes its PoA to the access 
network. It is possible to classify handovers based on several factors as 
shown in Figure 4.1. In a heterogeneous environment, besides network 
type, many other factors constitute handover categorization including the 
administrative domains involved, number of connections, and frequencies 
engaged. Also, necessity and user control can be observed as characteristic 
factors for NGWS.

The type of network environment is the most common classification fac-
tor. Depending on the access network that each PoA belongs to, the hand-
over can be either horizontal or vertical [7,8]. A horizontal (intrasystem) 
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handover takes place between PoAs supporting the same network technol-
ogy, for example, the changeover of signal transmission between two base 
stations of a cellular network. On the other hand, a vertical (intersystem) 
handover occurs between PoAs supporting different network technologies, 
for example, the changeover of signal transmission from an IEEE 802.11 
AP to an overlaid IEEE 802.16 network. Vertical handoffs can be further 
distinguished into upward vertical handover and downward vertical hand-
over. An upward vertical handover roams an overlay with a larger cell cov-
erage and lower bandwidth, and a downward vertical handover roams an 
overlay with a smaller cell coverage and larger bandwidth. Downward ver-
tical handovers are less time-critical because a mobile device can always 
remain connected to the upper overlay.

Considering the number of engaged frequencies, handover can be 
observed as

• Intrafrequency handover process between PoAs operating on the 
same frequency. This type of handover is characteristic of CDMA 
networks with FDD.

Horizontal Vertical
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Intra-
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Hard
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FIGURE 4.1 Handover classification.
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• Interfrequency handover process between PoAs operating on dif-
ferent frequencies. This type of handover is present in CDMA net-
works with TDD.

Handovers can also be classified as hard and soft, depending on the 
number of connections involved. In the case of a hard handover, the radio 
link to the old PoA is released at the same time a radio link to the new base 
station is established. Here, the data does not have to be duplicated and, 
therefore, the data overhead is minimized [9]. However, excessive service 
interruptions can result in an increased demands dropped rate. Hard hand-
overs are used by systems such as GSM and GPRS in which time division 
multiple access (TDMA) and frequency division multiple access (FDMA) 
are applied. Hard handover is also the compulsory method to maintain 
active sessions in the IEEE 802.16-based networks. Contrary to hard hand-
overs, in a soft handover, a mobile node (MN) maintains a connection 
with no less than two PoAs in an overlapping region and does not release 
any of the signals until it drops below a specified threshold value. Soft 
handovers are possible in situations in which the MN is moving between 
cells operating on the same frequency. They can be used to extend the 
time needed to take a handover decision without any QoS degradation. 
However, because the data are transmitted to all links, frequent soft hand-
overs can result in an increased data overhead. The CDMA systems use 
soft techniques because, in these networks, a MN may communicate with 
more than one coded channel, which enables it to communicate with more 
than one PoA [10]. A softer handover is a special case of a soft handover, 
in which the mobile terminal switches connections over radio links that 
belong to the same PoA.

An administrative domain is a group of systems and networks operated 
by a single organization of administrative authority [8]. Administrative 
domains play a significant role in heterogeneous wireless networks, and 
consequently, the classification of handovers in terms of intra-administrative 
and interadministrative handovers is a crucial issue. Intra-administrative 
handover represents a process in which the mobile terminal transfers 
between different networks (supporting the same or different types of 
network interfaces) managed by the same administrative domain. On the 
contrary, interadministrative handover is a process in which the mobile ter-
minal transfers between different networks managed by different admin-
istrative domains.

The factor of necessity becomes relevant in handover classification with 
the introduction of heterogeneous wireless networks. In some situations, it 
is necessary for the mobile terminal to transfer the connection to another 
PoA to avoid disconnection. In that case, imperative (forced) handover is 
initiated. This type of handover is triggered by physical events regarding 
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network interfaces’ availability. In other situations, the transfer of connec-
tion is optional and may or may not improve the QoS. In that case, hand-
over time is not critical, and alternative (optional) handover can be initiated. 
These handovers are triggered by the users’ policies and preferences.

Handover can furthermore be classified as proactive or passive. In a 
proactive approach, the mobile terminal user is allowed to decide when 
to initiate the handover. The handover decision can be based on a set of 
preferences specified by the user. Proactive handoff is expected to be one 
of the radical features of 4G wireless systems. On the other hand, passive 
handover occurs in cases when the user has no control over the handover 
process. This type of handover is the most common in 2G and 3G wireless 
networks.

4.2.1  SeamleSS Handover

In one of the revolutionary drivers for next generation wireless multime-
dia systems, technologies will complement each other to provide ubiq-
uitous high-speed connectivity to mobile terminals [11]. To satisfy these 
demands, it will be necessary to support seamless handovers of mobile 
terminals without causing disruption in their ongoing sessions. Whereas 
wired networks regularly grant high bandwidth and consistent access 
to the Internet, wireless networks make it possible for users to access a 
variety of services even when they are moving. Consequently, seamless 
handover, with low delay and minimal packet loss, has become a crucial 
factor for mobile users who wish to receive continuous and reliable ser-
vices. One of the key issues that aid in providing seamless handover is the 
ability to correctly decide whether or not to initiate handover at any given 
time. A handover scheme is required to preserve connectivity as devices 
move about, and at the same time curtail disturbance to ongoing transfers. 
Therefore, handovers must exhibit low latency, sustain minimal amounts 
of data loss, as well as scale to large networks. An efficient handover algo-
rithm can achieve many desirable features by trading off different oper-
ating characteristics. Some of the major desirable handover features are 
summarized in Table 4.1.

4.2.2  Handover management Framework

The handover management process can be described mainly through three 
phases [12]:

• Handover initiation (system discovery, information gathering)—
This phase involves collecting all required information from 
available (candidate) RANs. This information is then used for 
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identifying the need for handover. Such information is collected 
periodically or when an event occurs. Depending on the instance 
that triggered the initiation, the handover can be either network-
initiated (forced handover dependent from network condition, load 
balancing, operator policy, etc.) or terminal-initiated (requested 
handover dependent on users’ preferences, services’ requirements, 
etc.).

• Handover decision (network selection)—This phase determines 
whether and how to perform the handover by selecting the most 

TABLE 4.1
Desirable Handover Features

Feature Description

High reliability Handover algorithm is reliable if session (call) 
achieves good quality after handover execution. 
Many factors can help in determining the potential 
QoS of a candidate PoA (RSS, SIR, SNR, etc.).

Interference prevention Co-channel interference is caused by devices 
transmitting on the same channel. This is usually 
caused by a neighboring detrimental source that is 
operating on the same channel. Interchannel 
interference, on the other hand, is caused by devices 
transmitting on adjacent channels. 

Seamless mobility A handover algorithm should be fast so that the 
mobile user does not experience service degradation 
or interruption. Service degradation may be due to a 
continuous reduction in signal strength or increasing 
co-channel interference.

Load balancing This feature is extremely important for all cells. This 
helps to eliminate the need for borrowing channels 
from neighboring cells that have free channels, 
which simplifies cell planning and operation, and 
reduces the probability of new demand blocking.

Reducing number of handovers A high number of handover attempts may result in 
more delay in the processing of requests, which will 
cause signal strength to decrease over a longer 
period to a level of unacceptable quality. In addition, 
the demand may be dropped if a sufficient link 
quality is not achieved. Superfluous handovers 
should be prevented, especially when the current 
PoA is able to provide the desired QoS without 
interfering with other network elements.
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suitable RAN and transfer instructions to the execution phase. 
During the vertical handover procedure, network selection is 
a crucial step that affects communication. An incorrect or slow 
handover decision may degrade QoS and even break off current 
communication. To make an accurate decision, this phase takes 
advantage of algorithms that, considering the information avail-
able, perform an evaluation process to obtain the best choice for 
handover execution.

• Handover execution (transfer connection)—This phase follows 
access network selection and leads to channels changing state, 
conforming to the details resolved during the decision process. 
Because the converged core network is IP-based, the mobile IP 
and multiple care-of address (CoA) registrations solutions will be 
adopted. If handover fails, the network selection attempts to select 
another RAN, and the list of available networks will be updated.

Handover process control (decision mechanism) can be located in a 
network entity or in the mobile terminal, and usually involves some sort 
of measurements and information about when and where to perform the 
handover. In network-controlled handover (NCHO), the network entity 
has the primary control over the handover. In mobile-controlled hand-
over (MCHO), the mobile terminal must take its own measurements and 
make the handover decision on its own. When information and measure-
ments from the MN are used by the network to decide, it is referred to as 
a mobile-assisted handover (MAHO), similar to 2G mobile systems [1,11]. 
When the network collects information that can be used by the terminal in 
a handover decision, it is a network-assisted handover (NAHO), which is 
characteristic for IEEE 802.16 systems [13].

Especially for heterogeneous wireless networks, user-assisted handover 
(UAHO) has to be developed as an alternative, proactive approach. On the 
user–terminal relation, handover initiation, optimal link determination, 
and active connection maintenance are provided [3,14].

4.3  MEDIA-INDEPENDENT HANDOVER

The main purpose of the IEEE 802.21 [15] standard is to enable hand-
overs between heterogeneous access networks, without service interruption, 
hence, improving the user’s experience of mobile terminals. Many func-
tionalities required to provide session continuity depend on complex inter-
actions that are specific to each particular technology. Supporting seamless 
intertechnology mobility, handover is a key element to help operators man-
age and thrive from the heterogeneity. Operators who have the ability to 
switch a user’s session from one access technology to another can better 
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manage their networks and better accommodate the service requirements 
of their users. For example, when the quality of an application running on 
one network is poor, the application can be transferred to another network 
where there may be less congestion, fewer delays, and higher throughput. 
Operators can manage multiple interfaces to balance traffic loads more 
appropriately across available RANs, improving system performance and 
capacity.

The IEEE 802.21 standard defines a MIH framework [15] that can sig-
nificantly improve handover between HetNets technologies. Here, media 
refers to the method/mode of accessing a communication system. This 
standard defines the tools required to exchange information, events and 
commands to facilitate handover initiation and handover preparation. The 
IEEE 802.21 standard does not attempt to standardize the actual handover 
execution mechanism. Therefore, the MIH framework is equally applica-
ble to systems that employ mobile IP at the network layer such as systems 
that employ SIP at the application layer.

The main purpose of the IEEE 802.21 standard is to enable handover 
between heterogeneous technologies. Its contributions are centered on:

• A framework that enables seamless handover between heteroge-
neous technologies

• The definition of a new link layer service access points (SAPs), 
and

• The definition of a set of handover-enabling functions that pro-
vide the upper layers with the required functionality to perform 
enhanced handovers

The framework that enables seamless handover between heterogeneous tech-
nologies is based on a protocol stack implemented in all devices involved in 
the handover process. The defined protocol stack aims to provide the neces-
sary interactions among devices for optimizing handover decisions.

SAPs define both media-independent and media-specific interfaces. 
SAP offers a common interface for link layer functions and is independent 
of any specific technology. For each of the technologies in IEEE 802.21, 
SAP is mapped to the corresponding specific technology. Some of these 
mappings are included in the draft standard. Functions concerning the def-
inition of a set of handovers provide the upper layers, for example, mobility 
management protocols such as mobile IP [16], with the functionality to 
perform enhanced handovers. The secondary goals are service continuity, 
handover-aware applications, QoS-aware handovers, network discovery, 
network selection assistance, and power management [15].

This standard presents a framework that supports a complex exchange 
of information aiming to enable seamless handover among heterogeneous 
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technologies. Service continuity is defined as the continuation of the ser-
vice during and after the handover procedure. It is very important to avoid 
the need to restart a session after handover. From the point of view of 
handover-aware applications, it is important to take into account that IEEE 
802.21 provides applications with functions for participating in hand-
over decisions. For example, a voice application may decide to execute a 
handover during a silent period to minimize service disruption. The ser-
vices defined by IEEE 802.21 provide information on networks that are 
potential handover targets, report events, and deliver commands related to 
handover. These services speed up handovers while helping to retain E2E 
connectivity.

Furthermore, this framework provides the necessary functions to make 
handover decisions based on specific criteria. For example, a user can 
decide to hand over to a new network that guarantees the desired QoS 
level. Network selection assistance is the process of making a handover 
decision based on several factors such as QoS level, traffic condition, poli-
cies, security, etc. The IEEE 802.21 framework only provides the nec-
essary functions to assist network selection but does not make handover 
decisions, which are left to the higher layers.

Finally, power management can also benefit from the information pro-
vided by this standard. For example, power consumption can be mini-
mized if the user is informed of network convergence maps, optimal link 
parameters, or idle modes.

A media-independent framework is a more scalable and efficient method 
of addressing intertechnology handovers. To address handovers, each 
access technology requires only a simple extension to ensure interoper-
ability with all other access technologies. The complexity of this approach 
grows on the order of N access technologies and scales more efficiently 
than a media-specific approach. This is the approach adopted by the IEEE 
802.21 standard, which defines a common set of MIH services that interact 
with the higher layers of the protocol stack. Then, each access technol-
ogy requires only one media-specific extension to ensure interoperability 
with the common IEEE 802.21 framework. IEEE 802.21 provides inter-
networking with IEEE 802 systems and between IEEE 802 and non-IEEE 
802 systems (i.e., 3GPP systems).

Recently, important modifications emerged on both standardization 
bodies and manufacturers that clearly indicate that IEEE 802.21 will soon 
take off and be implemented in real networks. For example, InterDigital, 
British Telecom, and Intel have recently deployed experimental test beds 
with MIH functionalities to optimize seamless handover. Also, some 
open source implementations of MIH protocol are emerging to be used by 
developers.
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4.3.1  Ieee 802.21 general arcHItecture

The architecture of the IEEE 802.21 standard can be described through 
layer structures and their interactions over nodes and network levels [15]. 
Figure 4.2 shows a logical diagram of the general architecture of the dif-
ferent nodes supporting IEEE 802.21.

As can be observed, all IEEE 802.21-compliant nodes have a common 
structure surrounding a central entity called the media-independent hand-
over function (MIHF). The MIHF acts as an intermediate layer between the 
upper and lower layers whose main function is to coordinate the exchange 
of information and commands between the different devices involved in 
making handover decisions and executing handovers. From the MIHF 
perspective, each node has a set of MIHF users, typically mobility man-
agement protocols, that use the MIHF functionality to control and gain 
handover-related information. The communications between the MIHF 
and other functional entities such as the MIHF users and lower layers are 
based on a number of defined service primitives that are grouped in fol-
lowing SAPs [15,17]:

• MIH_SAP: this interface allows communication between the 
MIHF layer and higher-layer MIHF users

• MIH_link_SAP: this is the interface between the MIHF layer and 
the lower layers of the protocol stack

• MIH_net_SAP: this interface supports the exchange of informa-
tion between remote MIHF entities
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MIH_net_SAP
L2 transport
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MIH users

MIH_SAP

MIH_link_SAP

MIH function

MIH users

MIH_SAP

MIH function

3GPP/3GPP2 network
and core networks

3GPP/
3GPP2

interface

IEEE 802
interface

IEEE 802
interface

IEEE 802 network

MIH_net_SAP
L3 transport interface

FIGURE 4.2 IEEE 802.21 general architecture.
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It should be remembered that all communications between the MIHF 
and lower layers are done through the MIH_link_SAP. This SAP has been 
defined as a media-independent interface common to all technologies, so 
the MIHF layer can be designed independent of the technology specif-
ics. However, these primitives are then mapped to technology-specific 
primitives offered by the various technologies considered in IEEE 802.21. 
Standard specification does not mandate a specific programming language 
for representing the primitive and requires implementers of the MIHF to 
define specific application programming interfaces (APIs) in terms of their 
chosen programming language [18].

4.3.2  mIH ServIceS

IEEE 802.21 defines three primary types of MIH services to facilitate 
intertechnology handovers [15,18–21]: media-independent event service 
(MIES), media-independent command services (MICS), and media- 
independent information services (MIIS). These services allow MIHF cli-
ents to access handover-related information as well as deliver commands 
to the link layers or network. As for MIH services, they can be delivered 
asynchronously or synchronously. Events generated in link layers and 
transmitted to the MIHF or MIHF users are delivered asynchronously, 
whereas commands and information generated by a query/response mech-
anism are delivered synchronously.

These primary services are managed and configured by a fourth service 
called the management service [19]. This service consists of MIH capa-
bility discovery, MIH registration, and MIH event subscription. Through 
the service management primitives, MIHF is capable of discovering other 
MIHF entities. Registration can also be performed to obtain proper service 
from a remote entity. By providing a standard SAP and service primi-
tives to the higher layers, the MIHF enables applications to have a com-
mon view across different media-specific layers. Media-specific SAPs and 
their extensions enable the MIHF to obtain media-specific information 
that can be propagated to the MIH users using a single media-independent 
interface.

 The MIES provide link layer triggers, measurement reports, and timely 
indications of changes in link conditions. Generally speaking, MIES define 
events that represent changes in dynamic link characteristics such as link 
status and link quality. In general, MIES can support two types of events:

• Link events, which are media-dependent information exchanged 
between the lower layers and the MIHF, and

• MIH events containing media-independent information exchanged 
between the MIHF and the MIH users
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MIH users subscribe to receive notifications when events occur. This 
registration may be for a local or a remote MIHF. Local events are sub-
scribed by local MIHF and are contained within a single node. Remote 
events are subscribed by a remote node and are delivered over a network by 
MIH protocol messages. Furthermore, MIES can be observed as

• MAC and PHY state change events (e.g., link up and link down 
events)

• Link parameters events generated by a change in the link layer 
parameters (synchronously—a parameters report on a regular 
basis or asynchronously—reporting when a specific parameter 
reaches a threshold)

• Link handover events (PoA changing indication)
• Link transmission events (information of the transmission status 

of higher-layer protocol data units by the link layer)

The MICS allows an MIH user to control the behavior of the lower lay-
ers. This includes turning the interface on or off, performing scanning, or 
changing the PoA. This service also allows an MIH user to request instant 
status updates and to configure thresholds for event generation. The mobility 
management protocols combine dynamic information regarding link status 
and parameters, provided by the MICS with static information regarding 
network states, network operators, or higher layer service information pro-
vided by the MIH service, to help in the decision making. Through remote 
commands, the network may force a terminal to hand over, allowing the 
use of network-initiated handovers and network-assisted handovers. A set 
of commands are defined in the specification to allow the user to control 
lower layer configurations and behavior. Similar to MIES, there are two 
types of commands:

• Link commands issued by the MIHF to the lower layers, and
• MIH commands issued by MIH users to the MIHF

It can be noted that link commands are always local and destined to one 
interface whereas MIH commands may be for a local or remote MIHF. 
Furthermore, MIH commands may contain actions regarding multiple 
links.

The IEEE 802.21 standard also defines MIIS to provide information 
about surrounding networks (network topology, properties, and available 
services) without connecting to them. In other words, the MIIS defines a 
set of information elements, their information structure, and representa-
tion as well as a query–response-based mechanism for information trans-
fer. The MIIS provides a framework to discover information useful for 
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making handover decisions. The information provided by this service can 
be divided into the following groups:

• General information (overview about the networks covering a spe-
cific area such as network type, operator identifier, etc.)

• RAN-specific information (e.g., security characteristics, QoS 
information, revisions of the current technology standard in use, 
cost, roaming partners, and supported mobility management 
protocol)

• PoA-specific information (comprises aspects like MAC address, 
geographical location, data rate, channel range, etc.)

• Additional information (e.g., vendor-specific information)

The MN should be able to discover whether the network supports IEEE 
802.21 using a discovery mechanism or information obtained by MIIS 
through another interface [15]. It is also important that the MN is able to 
obtain MIIS information even before the authentication in the PoA is per-
formed to be able to check the security protocols, QoS support, or other 
parameters before performing a handover.

MIH services framework and the communication flows between local 
and remote MIHF entities are shown in Figure 4.3. It is assumed that the 
events, commands, and information service queries are initiated by the 
local entity only and are propagated as remote events, commands, and 
information service query–response to the remote entity.

Dotted lines represent the remote events, commands, and information 
service query and response. The MIHF protocol facilitates communication 
between peer MIHF entities through the delivery of MIH protocol mes-
sages. The MIH protocol defines message formats including a message 
header and message parameters. These messages correlate with the MIH 
primitives that trigger remote communication.

Example 4.1

The IEEE 802.21 specification describes high-level MIHF refer-
ence models for IEEE 802 and the 3G networks family, and shows 
how existing primitives or protocols can be mapped to the media-
specific link SAPs. Two example deployment scenarios, in which 
IEEE 802.21 can improve the user’s experience by facilitating 
seamless handover across heterogeneous access technologies, 
are presented by Taninchi et al. [18].

A handover scenario between wireless metropolitan area net-
work (WMAN) and WLAN managed by the same operator is shown 
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in Figure 4.4. The IEEE 802.21 provides a media- independent 
framework to support handover preparation and initiation. MIH 
services can be integrated in the common core network elements 
and mobile devices to facilitate such handovers.

Although a MN is within WMAN, it can query the information 
server to obtain available WLAN information without activating 
and directly scanning through the IEEE 802.11 interface. This can 
significantly increase battery power saving. Using the informa-
tion provided by the information server, the MN activates its IEEE 
802.11 interface, confident that an appropriate access network is 
available. Then, the MN can associate and authenticate with the 
WLAN while the session is active through the IEEE 802.16 inter-
face. The MIES allows new links to be discovered and qualified 
before handover, whereas MIH commands can be used to begin 
handover processes. Use of the MIH service allows much of the 
time-consuming work associated with handover initiation and 
preparation to be completed before the handover takes place. 
This significantly reduces handover latency and losses.

A handover scenario between WMAN and wireless wide 
area network (WWAN) is represented in Figure 4.5. The WMAN 
operator has a roaming relationship with the WWAN operator. 
Placement of IEEE 802.21 entities can occur in either or both of 

Home
subscription
source

Multi-mode MN

Mobility
management
entity

Mobility
management
entity

MIHF

WMAN WWAN

AAA server

WMAN
core network

WWAN
core network

FIGURE 4.5 Handover scenario between WMAN and WWAN.
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the provider core networks. In this scenario, it is assumed that 
MIH functionality resides within the 3GPP core network.

The MIH can be used to discover the presence and character-
istics of available WMANs, whereas the MICS can instruct the 
mobile device to activate its IEEE 802.16 interfaces only when 
WMAN coverage is available. Carrying this information over the 
3GPP RAN allows the mobile device to discover and access avail-
able WMANs without activating its IEEE 802.16 interface, eliminat-
ing the need to actively scan, and preserve the battery life. Efforts 
are required in 3GPP and IEEE standardization bodies to incorpo-
rate such MIH services to support this type of interworking.

Example 4.2

Figure 4.6 provides an example call flow or messaging diagram to 
illustrate how IEEE 802.21 MIH services can facilitate transition-
ing from a high-mobility low–data rate network to a low-mobility  
high–data rate one. For this example, the mobile controlled mobil-
ity model is assumed first. That is, the mobility decision is made 
by an IEEE 802.21-enabled MN. Furthermore, it is assumed that 
at point 1, the MN is initially traveling at high velocity and is con-
nected to the IEEE 802.16m access network. At point 2, the mobil-
ity management decision logic on the MN decides that it needs 
to prepare for a possible handover to an IEEE 802.11ac network. 
It may realize that its velocity is decreasing. Or the user or one of 
the applications running wants to explore the possibility of getting 
higher data throughput from an 802.11ac network.

The MN then uses IEEE 802.21 information service primitives 
(3, 4) to query the network-based IEEE 802.21 handover informa-
tion database. It does this to both identify and get information on 
available WLANs in its vicinity. Example information that may 
be available on these networks includes identity/owner, service 
agreement, base station locations, QoS grades, and data rate. It is 
assumed in the following that there are two IEEE 802.11 networks 
available in the MN’s nearness. After obtaining information on the 
two candidate networks, the MN (5) uses its own criteria to evalu-
ate the suitability of each as the handover target network. For 
example, a candidate can be eliminated for lack of an adequate 
SLA.

In addition, the MN may also decide to check the resource 
status of each candidate before making a choice. The MN (6, 7) 
uses IEEE 802.21 MIH command service messages to query each 
candidate. In the query, the MN indicates to each candidate the 
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minimal set of resources necessary for sustaining its ongoing ses-
sions after a handover. Taking into account resource status at each 
candidate, the MN (8) decides which candidate will be the hand-
over target network. For this example, it is assumed that the MN 
selects candidate network #2. The MN (9, 10) then notifies the 
selected target network with IEEE 802.21 MIH_MN_HO_Commit 

IEEE 802.21
enabled MN

IEEE 
802.16m

IEEE 802.21
handover
database

Serving
network

IEEE 802.16m

Candidate
network 1

IEEE 802.11ac

Candidate
network 2

IEEE 802.11acIEEE 
802.11ac

1)

2)

5)

12)

15) Handover completed and mobile gains full connectivity at the
target IEEE 802.11ac network

MN in high mobility is connected to
IEEE 802.16m

MN velocity is
decreasing,
handover for higher
data throughput

Evaluate the suitability
of the candidate
networks and check
resource status

Start handover
execution - use local MIH
commands to activate
IEEE 802.11ac and deactivate
IEEE 802.16m interface

3) MIH_Get_Information request

4) MIH_Get_Information response

6) MIH_MN_HO_Candidate_Query request

7) MIH_MN_HO_Candidate_Query response

9) MIH_MN_HO_Commit request

10) MIH_MN_HO_Commit response

11) MN can optionally perform a preregistration to the target network

13) Perform IEEE 802.11ac network entrance procedure with target
14) Restore network level connectivity

8) Select a target

FIGURE 4.6 Example of IEEE 802.21 handover procedure.
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primitives, requesting the resource reservation at the target 
network.

At this point, the MN (11) may also perform some preregistra-
tion procedures (e.g., preauthentication, and IP address prealloca-
tion) at the target network, to reduce the overall handover latency. 
At point 12, the MN decides to start execution of the handover to 
the target, and invokes IEEE 802.21 commands to activate its IEEE 
802.11 interface and deactivate its IEEE 802.16m interface. After 
this, the handover enters the execution phase. Most remaining 
procedures (13–15) are defined in either IEEE 802.11 or Internet 
Engineering Task Force (IETF) specifications.

4.4  VERTICAL HANDOVER DECISION CRITERIA

Handover criteria represent the qualities that are measured to give an indi-
cation of whether or not a handover is needed and select optimal available 
network. In general, the conventional single criteria-based algorithms can-
not react easily to the changing environmental conditions and the possible 
accumulated human knowledge [22]. Usually, they cannot cope with the 
different viewpoints and goals of the operators, users, and QoS require-
ments, which make them inefficient for a multidimensional problem, such 
as network selection. The network selection is considered to be a complex 
problem because of the multiple mix of static and dynamic, and sometimes 
conflicting criteria (parameters) involved in the process [23].

The decision criteria that may be considered in the network selection 
process can be subjective or objective with minimizing or maximizing 
nature. From the origin point of view, they can be classified into four cat-
egories [1,23]:

• Network-related criteria express the technical characteristics and 
performance of the RANs in terms of certain performance indica-
tors (technology, coverage, link quality and capacity, throughput, 
load, pricing scheme, etc.). These criteria are referred to the net-
work and not to the service provisioning

• Terminal-related criteria include information about the end user’s 
terminal characteristics and current status (supported interfaces, 
velocity, hardware performances, location-based information, 
energy consumption, etc.)

• Service-related criteria concern the QoS offered to the end users 
through a series of metrics. This is the most commonly used cat-
egory in network selection problems because it involves basic QoS 
metrics of packet switched networks (delay, jitter, error ratio, and 
loss ratio)

 



168 Wireless Multimedia Communication Systems

• User-related criteria are mostly subjective and express certain 
aspects of the end user’s satisfaction (user’s profile and prefer-
ences, cost of service, quality of experience, etc.). Because of the 
imprecision they bear, these criteria are often expressed in linguis-
tic terms.

RSS is the most widely used criterion because of its measure simplic-
ity and close correlation to the link quality. There is a close relationship 
between RSS readings and the distance from the mobile terminal to its 
PoA. Traditional horizontal handover techniques are basically analyzing 
metrics through the variants of comparing RSS of the current PoA and 
candidate network PoA. In combination with threshold and hysteresis, 
RSS metrics represent a satisfying solution for a homogeneous network 
environment. In a heterogeneous environment, the RSS metric is not a 
sufficient criterion for initiating a handover, but in combination with other 
metrics it can be applied as a compulsory condition.

The following network parameters are particularly important for verti-
cal handover decision (network selection) and because of this, they are 
most commonly found in the open literature. In terms of network condi-
tions, available bandwidth is the most commonly used indicator of traffic 
performances and transparent parameter for the current and future users of 
the multimedia services. This is the measure of per user bandwidth allotted 
by the network operator, which is dynamically changeable according the 
utilization of the network. The maximum theoretical bandwidth is closely 
related to the link capacity (total number of channels) [24]. Transition to 
a network with better conditions and higher performance would usually 
provide improved QoS and it is especially important for delay-sensitive 
applications.

QoS parameters such as delay, jitter, error ratio, and loss ratio can be 
measured to decide which network can provide a higher assurance of 
seamless service connectivity. The QoS level can objectively be declared 
by the service provider based on ITU-T recommendation Y.1541 [25] 
and specified parameters. By declaring the QoS level in this way, a com-
plex examination of QoS parameters by users and the additional load 
of user’s terminals and other network elements can be avoided while 
this criterion becomes more transparent to the user. An example of QoS 
level mapping was proposed by Bakmaz et al. [26] and is presented in 
Table 4.2.

When the information exchanged is confidential, a network with high 
encryption is preferred. The security level concept is similar to service 
level in QoS management [27]. Security level is a key piece of information 
within a security profile and is used to determine whether data should be 
allowed for transfer by a particular network or not.
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The cost of service can significantly vary from provider to provider, but 
in different network environments. In some cases, cost can be the deciding 
factor for optimal network selection and it includes the traffic costs and 
the costs of roaming between HetNets. In some contexts, cost of service 
is in tight relation with the available bandwidth and QoS level, but in a 
heterogeneous environment, this criteria is a fast time differentiable func-
tion depending on many other parameters. Pricing schemes adopted by 
different service providers is crucial and will affect the decisions of users 
in network selection [28].

The specified criteria do not represent an exhaustive list and are possible 
choices that can be used as input information for the decision mechanism. 
Different approaches may use only a subset of the parameters, or may 
include additional parameters.

After the definition of the convenient parameters, the question that often 
arises is how to transfer the metrics information from the network entities to 
the user’s multimode terminals. Through the End to End Reconfigurability 
(E2R) project, concepts and solutions for a cognitive pilot channel (CPC) 
were developed [29]. It was concluded that CPC will be able to bring enough 
information (e.g., proposed parameters) for network selection to the termi-
nals when users are proceeding to either initial connection or handover.

A uniform set of parameters for each candidate RAN has to be pro-
vided as input to the decision algorithm to form the basis for the network 

TABLE 4.2
QoS Levels Mapping Based on ITU-T Recommendation Y.1541

Application
Transfer 
Delay

Delay 
Variation

Loss 
Ratio

Error 
Ratio

QoS 
Class

QoS 
Level

Real-time, jitter 
sensitive, high 
interactive

<100 ms <50 ms <10−3 <10−4 0 Q

Real-time, jitter 
sensitive, 
interactive

<400 ms <50 ms <10−3 <10−4 1 Q-1

Transaction data, 
highly interactive

<100 ms * <10−3 <10−4 2 Q-2

… … … … … … …

Traditional * * * * N 1

*Unspecified.
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selection process. Depending on the type of architecture, protocol in 
use, and whether it is a centralized or decentralized decision, different 
information will be available in different forms and accuracy levels [23]. 
For example, for a decentralized approach, the mobile device can collect 
the network condition information as statistics, usually represented by 
mean values of previous sessions, or can estimate network bandwidth, for 
example, through the use of IEEE 802.21 Hello packets. A mobile station 
can collect authentication, routing, and network condition (e.g., available 
throughput, average delay, and average packet loss) information through 
advertisement Hello packets sent by a gateway node. This information can 
be collected from the link layer by using the IEEE 802.21 reference model 
[6]. Another option would be to predict the future network state based 
on past history. For example, many QoS parameters (e.g., availability and 
utilization) of different PoAs can be predicted depending on usage pattern 
statistics based on location (e.g., home, office, or airport) or time-related 
statistics (e.g., peak/off-peak hours, working days/weekends, or holidays). 
The accuracy in collecting network state information is very important 
because the selection of the optimal value network depends on it. However, 
a trade-off between accuracy and overhead has to be taken into account 
because keeping accurate estimates for the more dynamic parameters, 
which depend on their frequency of change and can be data intensive, adds 
to signaling, processor, and memory burden.

Another form of data prediction is the estimation of probabilities. This 
procedure is related to Markov chains and is usually associated with a 
limited set of decision parameters, such as SINR, blocking probability, 
and termination probability. One representative approach, related to a 
traffic model with handover call termination probability estimation, was 
proposed by Shen and Zeng [30]. Finally, in the presence of imprecise 
information, network selection can be performed using sequential Bayesian 
estimation, which relies on dynamic QoS parameters estimated through 
bootstrap approximation [31]. The bootstrap method is a computer-based, 
nonparametric approach in which no assumptions are made on the under-
lying population from which the samples are collected and allows for an 
estimation of the probability distributions of critical QoS parameters from 
acquired data. This concept can be employed to provide reliable inference 
from incomplete network condition information.

Network selection criteria are mainly represented in the form of a deci-
sion (performance) matrix

 D =
×

xij m n
, (4.1)

where xij represents performance of ith RAN (for i = 1, …, m), related to 
the jth criteria (j = 1, …, n). Here, m is a set of available RANs, and n is 
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a set of observed criteria. To compare the criteria of different values and 
different measurement units, normalization is treated as a necessary step 
for most of the network selection techniques. In the normalization process, 
the starting matrix (Equation 4.1) moves into a normalized matrix

 R =
×

rij m n, (4.2)

where rij is defined as normalized performance rating, obtained as
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For applications of normalization methods, refer to the articles by Bakmaz 
et al. [14] and Bari and Leung [32].

4.5  CRITERIA WEIGHTS ESTIMATION

Once the decision criteria have been determined, the next step is to define 
their importance, that is, the weight of each one in the final outcome. 
Weights are differentiated based on context because each user or appli-
cation type may bear different requirements. The users’ preferences and 
service requirements play an important role in the decision mechanism 
and they may be used to weight the involved criteria.

In certain cases encountered in the literature, the weights of the selec-
tion criteria are defined through the derivation and the analysis of ques-
tionnaires that capture the user’s overall perception of a service. However, 
these approaches depend only on the user’s feedback to determine the 
relative weights and thus cannot be considered precise because the user’s 
perception and opinion is subjective [22]. Obviously, this approach is 
adequate  when subjective criteria are considered. However, in the case 
of objective criteria, no accurate results can be guaranteed. For example, 
some of the existing weighted solutions obtain the weights through ques-
tionnaires on the users’ and services’ requirements. Other solutions inte-
grate a user interface in the mobile terminals to collect their preferences. 
An important aspect is to find a trade-off between the cost of involving the 
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user and the decision mechanism. One solution for minimizing the user 
interaction may be implementing an intelligent learning mechanism that 
can predict the users’ preferences over time.

4.5.1  SubjectIve crIterIa weIgHtS eStImatIon

In several network selection mechanisms, the use of the analytical hierar-
chy process (AHP) for subjective criteria weight estimation has been pro-
posed [33–36]. This method is considered to be a well-known and proven 
mathematical process. AHP is defined as a procedure to divide a complex 
problem into a number of deciding factors and integrate the relative domi-
nances of the factors with the alternative solutions to find the optimal one 
[37]. AHP criteria weights estimation procedure is carried out in three 
steps:

 1. Structuring a problem as a decision hierarchy of independent 
elements

 2. Comparing each element to all the others within the same level 
through a pairwise comparison matrix. The comparison results 
are presented in a square matrix form

 A =
×

aij n n
, (4.4)

 where n is the number of observed criteria, and ajj = 1 (criteria is 
compared with itself), aij > 1 (element i is considered to be more 
important than element j), aij < 1 (element j is considered to be 
more important than element i), and aij = 1/aji

 3. Normalization and calculation of the relative weights using the 
relation

 w a aj ij

j

n

ij

j

n

i

n

=
= ==
∑ ∑∑

1 11

/ , (4.5)

 where it is obvious that wj
j

n

=
=∑ 1

1
.

The AHP method can be used alone for network selection [34], or in 
combination with other methods [33,38]. Despite its popularity, the con-
ventional AHP is often criticized for its inability to adequately handle the 
inherent uncertainty and imprecision associated with the mapping of the 
decision-maker’s perception to exact numbers.
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Example 4.3

Considering the set of network selection criteria {α, β, γ, δ}, accord-
ing to Equation 4.5, it is possible to calculate relative weights 
related to the comparison matrix. The assumed criteria compari-
son and obtained weight coefficients are presented in Table 4.3.

4.5.2  objectIve crIterIa weIgHtS eStImatIon

As an exact and objective approach, the entropy method was proposed by 
Bakmaz et al. [14]. This method is based on the relation

 e m r r j nj ij ij

i

m

= − ⋅ ∈
=
∑[ /ln( )] [ ln( )] { , , }1 1

1

, … . (4.6)

Deviation within each criterion dj = 1 − ej, leads to the weight coefficients 
determination

 w d dj j i

i

n

=
=
∑/

1

, (4.7)

in the case when the user equally prefers all the parameters (objective 
approach), or

 

w d w d wj j j i i

i

n
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=
∑/

1

, (4.8)

if the user determines the subjective weights wj
*.

TABLE 4.3
Criteria Pairwise Comparison and Obtained 
Weights

α β γ δ Σ wj

α 1 3 2 9 15 0.485

β 1/3 1 1/2 3 4.83 0.156

γ 1/2 2 1 6 9.5 0.307

δ 1/9 1/3 1/6 1 1.61 0.052

Σ 1.94 6.33 3.67 19 30.94 1
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After objective or subjective criteria weights estimation, in general, the 
normalized matrix (Equation 4.2) moves into a weighted matrix

 V = =
× ×

w r vj ij m n ij m n
. (4.9)

Example 4.4

Considering the set of network selection criteria {α, β, γ, δ}, and a 
set of three available RANs, according to Equations 4.6 and 4.7, 
it is possible to calculate weights applying the entropy method 
(Table 4.4).

4.6  ALTERNATIVE RANKING TECHNIQUES

The ranking process, through which the optimal choice is pointed out, is 
based on the input of the previous two steps, as presented in Figure 4.7. 
This process can be considered as the core phase of the vertical hand-
over management because it is in charge of evaluating and deciding the 
most appropriate network choices to fulfill both the systems’ and the users’ 
requirements, thus providing the desired seamless communication. Due to 

TABLE 4.4
Entropy Weights Determination

α β γ δ

Starting (input) Parameters Values
RAN1 20 3 2 2
RAN2 16 3 2 1
RAN3 18 2 3 1

Normalized Matrix
RAN1 0.639 0.640 0.485 0.184
RAN2 0.511 0.640 0.485 0.592
RAN3 0.575 0.426 0.728 0.592

Entropy Weights Calculation
ej 0.862 0.851 0.849 0.848
dj 0.138 0.149 0.151 0.152
wj 0.234 0.253 0.256 0.258
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the different possible strategies and the numerous parameters involved in 
the process, researchers have tried many different techniques to find the 
most suitable network selection solution [23].

These techniques are usually called vertical handover decision (VHD) 
algorithms. Recently, many VHD techniques were proposed in the open 
literature. Current techniques do not fully comply with requirements 
related to the technology coverage, adequacy of the analyzed parameters, 
complexity of implementation, and integration of all the entities in the 
selection of appropriate RAN. Consequently, because of its complexity, 
they are only representing theoretical solutions, which are currently the 
focus of many researchers but, for a number of deficiencies, are not yet 
applicable in real environment [38,39].

Performance analysis of the network selection techniques can be per-
formed through the determination of mean and maximum handover 
delays, number of handovers, number of handovers failed due to incorrect 
decisions, handover failure probability, resource utilization, etc. [40].

Discovering available RANs

IEEE 802.21 Hello packets over CPC

Normalized matrix of observed criteria

Ranking process
(cost function, MADM, fuzzy logic, etc.)

Handover to optimal RAN

Criteria weights estimation based on user’s
preferences and service’s requirements

(AHP, entropy, etc.)

Periodical submission of statistics (most
recent/mean/predicted values) for RANs

performances (bandwidth, QoS,
security, cost, etc.)

RAN1 RAN2 . . . RANm 

FIGURE 4.7 General model of network selection process.
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Handover delay refers to the duration between the initiation and com-
pletion of the handover process. It is related to the complexity of the 
applied heuristic. Reduction of the handover delay is especially important 
for delay-sensitive voice and multimedia sessions. Reducing the number 
of handovers is usually preferred because frequent handovers can cause 
wastage of network resources. A handover is considered superfluous when 
a mobile terminal coming back to the previous PoA is needed within a 
certain time duration (“ping-pong” effect), and such handovers should be 
minimized.

A handover failure occurs when the handover is initiated, but the tar-
get network does not have sufficient resources to complete it, or when 
the mobile terminal moves out of the coverage area before the process 
is finalized. In the first case, the handover failure probability is related to 
the resource availability (e.g., channel availability) of the target network, 
whereas in the second case, it is related to terminal mobility.

Resource utilization is defined as the ratio between the mean amount 
of utilized resources and the total amount of resources in a system. In the 
case of efficient channel utilization, the ratio between the mean number of 
channels that are being served and total number of channels in a system is 
taken into account.

For efficient network selection strategy, the following important issues 
have to be fulfilled [41]:

• Only considerable parameters must be analyzed.
• Equilibrium among users’ preferences, services’ requirements, and 

networks’ performance must be achieved.
• The technique has to be reliable and transparent to the user.
• The algorithm has to minimize handover latency, blocking prob-

ability, and number of superfluous handovers.
• Flexible and suitable implementation in real environments is 

necessary.

4.6.1  coSt FunctIon tecHnIqueS

The simplest approach for network ranking indicates that an optimal RAT 
is selected based on a cost function, which is a function of the selected cri-
teria. Cost function is a measurement of the benefit obtained by handover 
to a particular network. Usually, the cost of a network can be considered 
as the inverse of its utility, but the form of this inversion is related with the 
way to combine multiple attributes.

A general form of cost function for the network selection problem 
was proposed by McNair and Zhu [11]. It integrates a large number of 
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attributes, corresponding weights, and network elimination factors through 
the relation

 CFi ij
k

j

j
k

j
k

ij
k

jk

E f w N Q= 





( ) ( )∏ ∑∑ , (4.10)

where N Qij
k( ) is the normalized QoS parameter Qij

k, representing the cost in 
the jth criteria to carry out service k over network i, f wj

k
j
k( ) is the weight-

ing function of criteria j for service k, and Eij
k is the network elimination 

factor of service. The network elimination factor is represented by values 
of one or infinity, to reflect whether current network conditions are suitable 
for the requested services. For example, if a RAN cannot guarantee the 
delay requirement of certain real-time service, its corresponding elimina-
tion factor will be set to infinite. Thus, the corresponding cost becomes 
infinite, which eliminates the corresponding RAN. The algorithm of the 
introduced technique is shown in Figure 4.8.

The fundamental benefit of cost function usage and handover-independent 
initiation for different services is reduced failure (blocking) probability. 
However, weight coefficients estimation techniques are not discussed by 
the authors. Although cost functions have been widely used, currently, the 

List of active sessions

Determination of highest
priority session

Calculation of per-session cost
function for each available RAN

No
CFcurrent > min(CFi)

Yes

Handover session to optimal 
target network

Update list of active sessions

FIGURE 4.8 Example of cost function based vertical handover algorithm.
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need for more intelligent and dynamic schemes has been increased because 
more criteria must be taken into account.

4.6.2  multIattrIbute decISIon-makIng tecHnIqueS

Multiple criteria decision-making (MCDM) problems, although very dif-
ferent, have some characteristics in common:

• Conflicts among criteria are possible (low-cost conditions decrease 
network’s performances)

• Criteria contain nonmeasurable units (cost and bandwidth)
• The goal is to design an optimal, or to select the best, alternative

Based on the third characteristic, MCDM can be divided into multiple 
objective decision-making (MODM) and multiple attributes decision-
making (MADM) algorithms. MODM consists of conflicting set goals 
that cannot be achieved simultaneously, whereas MADM deals with the 
problem of selecting an alternative from a set of alternatives that are char-
acterized in terms of their attributes. In fact, the attributes are parameters 
or performance factors with an influence on the selection whereas alterna-
tives are characterized by more attributes with the reliable level of success-
fulness. Usually, the goal is not explicit, that is, it is defined and often can 
be represented as the satisfactions’ maximization.

In the network selection problem in heterogeneous environment, the 
specified candidate network is characterized by attributes such as band-
width, losses, delay, cost of service, etc. The number of available networks 
is finite, whereas the resolution space is discrete. In this way, the problem 
can be characterized in the MADM category.

MADM algorithms can be divided into compensatory and noncom-
pensatory ones [32]. Noncompensatory algorithms (e.g., dominance, con-
junctive, disjunctive, or sequential elimination) are used to find acceptable 
alternatives that satisfy the minimum cutoff. On the contrary, compensatory 
algorithms combine multiple attributes to find the best alternative. Most 
MADM algorithms that have been studied for the network selection prob-
lem are compensatory algorithms [42], including simple additive weighting 
(SAW), multiplicative exponential weighting (MEW), gray relational analy-
sis (GRA), technique for order preference by similarity to an ideal solution 
(TOPSIS), and others. These methods are often called “soft” optimization 
techniques compared with standard mathematical optimization methods 
such linear and dynamic programming [43], or game theory [44].

The SAW technique (a.k.a. the weighted sum method) [45] is one of 
the most widely used MADM methods in the network selection related 
open literature. The basic concept of SAW in this context is to obtain a 
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weighted sum of the normalized form of each parameter over all candidate 
networks. Normalization is required to have a comparable scale among all 
parameters. For m available RANs, and n observed parameters, the VHD 
function for ith RAN is obtained as

 SAWi j ij

j

n

w r=
=
∑

1

. (4.11)

Application of SAW-based VHD function in the process of evaluating 
the qualitative performance of potential target networks is proposed by 
Nasser et al. [8]. By using normalization and weight distribution methods, 
VHD function determines a network quality factor as
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where Ci is the cost of service, Si security, Pi power consumption, Di network 
conditions, and Fi network performance, whereas the wc, ws, wp, wd, and wf, 
respectively, are weights for each of the criteria that are proportional to the 
significance of a parameter to the VHD function. These weights are obtained 
from the user via a user interface. The RAN with the highest Qi is the preferred 
network. If the newly detected network receives a higher Qi, vertical hand-
over takes place; otherwise, the MT remains connected to the current network. 
High overall throughput and the user’s satisfaction can be regarded as major 
advantages of this technique. An identical approach is proposed by Tawil et al. 
[46], the difference being in terms of the observed criteria.

MEW (a.k.a. the weighted product method) [45] uses multiplication 
among attribute values that are raised to the power of the attribute impor-
tance, whereas the normalization procedure is not obligatory. VHD func-
tion can be represented in the form

 MEWi ij
w

j

n

r j=
=
∑

1

. (4.13)

The results obtained by Nguyen-Vuong et al. [47] indicate the inaccuracy 
of the SAW method and the benefits of using MEW as a network selection 
technique.
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TOPSIS [48] is one of MADM techniques based on a concept that the 
chosen alternative should have the shortest distance from the ideal pos-
sible solution and the longest from the worst possible solution, in which 
distances are determined with certain values for p (1 ≤ p < ∞) from the 
Minkowski’s metric. The Minkowski’s row distance p, between two points, 
V = (v1, v2,…, vn) and U = (u1, u2,…, un) ∈ Rn, can be defined as

 L v up i i
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i

n
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1/
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where the case p = 1 is used, very often (Manhattan distance, the first row 
metric), and p = 2 (Euclidean distance). On the boundary case, when p → 
∞, Chebyshev’s distance is obtained (L∞ metrics).

Considering the weighted matrix defined by Equation 4.9, the ideal and 
worst solutions are representing the sets
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where V max is the set of the larger-the-better criteria and V min is the set of 
the smaller-the-better criteria. Euclidean distances of all alternatives, in 
relation to the ideal and worst solution, can be calculated from
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Lastly, the ranking of networks can be done through the relative close-
ness (RC) to the ideal solution in the form

 RC RCi
i

i i
i
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D D
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∈
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− + , ( , )0 1 . (4.17)

A novel modified synthetic evaluation method (M-TOPSIS) based on 
the concept of the original TOPSIS with optimized ideal reference point 
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in the D+D− plane is proposed by Ren et al. [49]. It can solve the problems 
of the original TOPSIS, such as rank reversals and evaluation failure when 
the alternatives are symmetrical.

A network selection algorithm based on the TOPSIS method (Figure 
4.9) was proposed by Bakmaz et al. [14]. The criteria considered in the 
decision matrix are available bandwidth (B), QoS level (Q), security level 
(S), and cost of service (C). It can be noted that the computational com-
plexity involved in calculating Euclidean distances and entropy weights 
used in TOPSIS is very low.

The proposed solution is evaluated using numerical examples. Through 
simulation studies, MADM is envisaged as a promising tool especially 
when the TOPSIS method is used because of high sensitivity to users’ pref-
erences and the parameter values. This solution is realistic and not very 
complex to implement in mobile terminals and other network elements.

The results of research from Bakmaz et al. [41,50] extend merit func-
tion (measure of network quality) obtained as relative closeness to the ideal 
solution (Equation 4.17) with a predefined hysteresis, the goal of which is 
to minimize the influence of undesirable effects of frequent superfluous 

Set of m available RANs that fulfill the
required link quality conditions
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(Di, Qi, Si, Ci) over CPC

No

No
RCcurrent < max(RCi)
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(user’s preferences)

Defining weight coefficients based on
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(service requirements)

Network ranking based on TOPSIS
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Handover initiation to the
optimal RAN

Yes

Yes

FIGURE 4.9 Network selection algorithm based on TOPSIS method.
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handovers and can also be used in admission control mechanisms if the 
need to control or influence the network selection process exists. A hand-
over is considered superfluous when a mobile terminal back to the previous 
PoA is needed within a certain time duration (“ping-pong” effect). The 
larger the hysteresis value, the smaller the number of handovers; however, 
there is a longer handover initiation delay. On the other hand, the smaller 
the threshold value, the shorter the handover initiation delay but the larger 
the number of handovers. Handover initiation delays lead to an increase 
in  the call dropping probability, especially in the case of highly mobile 
users. Moreover, frequent handovers can cause an increase in signaling 
overhead and in the network load. Therefore, the determination of the hys-
teresis value is very important in terms of mobility performance.

Different from TOPSIS, GRA uses only the ideal solution to calculate 
the ranking coefficient alternative (network) i, given by

 GRAi

j ij j

j

n

w v V

=

− ++

=
∑

1

1
1

. (4.18)

Song and Jamalipour [33], develop a network selection mechanism for 
an integrated WLAN and 3G cellular systems. The proposed scheme 
comprises two parts. The first applying an AHP to estimate the relative 
weights of evaluative criteria set according to users’ preferences and ser-
vice applications, whereas the second adopts GRA to rank the network 
alternatives with faster and simpler implementation than AHP. The design 
goal is to provide the user the best available QoS at any time. This method 
mathematically presents a complex solution and unnecessarily takes into 
account a large number of parameters (delay, jitter, response time, bit 
error rate, etc.) only for 3G and WLANs. Processing a large number of 
parameters leads to increased computational time, while the terminal and 
infrastructure network elements are additionally loaded. Thus, this model 
is interesting from theoretical point of view, but not adequate for a direct 
implementation.

4.6.3  Fuzzy logIc tecHnIqueS

Users usually think in terms of linguistic descriptions, so giving these 
descriptions some mathematical form helps exploit their knowledge. 
Fuzzy logic [51] utilizes human knowledge by giving the fuzzy or lin-
guistic descriptions a definite structure. Fuzzy logic has found success-
ful applications in real-time control, automatic control, data classification, 

 



183Network Selection in Heterogeneous Wireless Environment

decision analysis, expert systems, time series prediction, robotics, and pat-
tern recognition.

A fuzzy set is a class of objects with a continuum of grades of member-
ship, which is characterized by a membership function assigning to each 
object a grade of membership ranging between zero and one. Fuzzy set is 
considered as an extension of the classic notion of a set. In the classic set 
theory, the membership of elements in a set is assessed in binary terms, 
which means that either it belongs or it does not belong to the set. On the 
contrary, the fuzzy set theory permits the gradual assessment of member-
ship using a membership function valued within [0,1]. The classic set is 
usually called crisp set in the fuzzy logic theory.

There are different ways to use the fuzzy logic theory in network selec-
tion. Some studies use it alone as the core of the selection scheme, whereas 
some use fuzzy logic with recursion (learning techniques), whereas some 
combine fuzzy logic with MCDM algorithms.

An elementary framework for fuzzy logic–based network selection, 
without combining with any other technique, is proposed by Kher et al. 
[52], as shown in Figure 4.10, eliminating the recursion part. In the pro-
posed scheme, three input fuzzy variables are considered (the probability 
of a short interruption, the failure probability of handover to radio, and the 
size of unsent messages).

At the beginning of the procedure, the fuzzy variables are fuzzified and 
converted into fuzzy sets by a singleton fuzzifier. Then, based on the fuzzy 
rule (IF–THEN) base, the fuzzy inference engine maps the input fuzzy 
sets into output fuzzy sets by the algebraic product operation. Finally, the 
output fuzzy sets are defuzzified into a crisp decision point.

Because some dynamic factors change frequently, the recursion can be 
used to combine the latest information with previous ranking results to 
obtain the latest rank. The recursion procedure can be a simple recursion 
without any further operation or certain learning procedure, such as neural 
networks or learning techniques. The second  fuzzy logic-based scheme 
proposed by Kher et al. [52] gives a simple recursion that considers the 
requirements of both operator and user. The rank produced by the fuzzy 

Fuzzy rule base

Fuzzy inference
engineAttributes Fuzzifier Defuzzifier Rank

Recursion module

FIGURE 4.10 Fuzzy logic–based network selection procedure.
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module is fed back to this module, so that it can produce a new rank when 
some factors change. The advantage of this method is that the designer is 
no longer obliged to define rules, which are generated automatically by 
inserting a series of training data sets to the system.

The network selection solution proposed by Kassar et al. [53] repre-
sents an interesting and promising solution while combining the heuris-
tics of the fuzzy logic systems and MCDM (Figure 4.11). In the process 
of handover initiation, the proposed technique uses fuzzy logic analyz-
ing the criteria such as RSS, bandwidth (B), network coverage (NC), and 
terminal velocity (V). The gathered information, depending on its avail-
ability, is fed into a fuzzifier and converted into fuzzy sets. A fuzzy set 
contains varying degrees of membership in a set. The membership values 
are obtained by mapping the values retrieved for a particular variable 
into a membership function. After fuzzification, fuzzy sets are fed into an 
inference engine, in which a set of fuzzy rules (81 predefined rules) are 
applied to determine whether handover is necessary. Fuzzy rules utilize 
a set of IF–THEN rules and the result is YES, Probably YES, Probably 
NO, or NO (Table 4.5).

By application of the AHP method and Saaty’s scale on criteria such 
as cost of service, preferred interface, battery status, and QoS level, the 
optimal access network is determined. On the other hand, by applying 
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FIGURE 4.11 Network selection technique based on fuzzy logic and MCDM.
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fuzzy logic in the decision-making process, the number of unnecessary 
handovers is reduced, as well as the signaling traffic and handover delays. 
The inflexibility of the effect of user preferences on the system is the basic 
shortcoming of the applied AHP method, which can possibly be exceeded 
by using some MADM techniques, for example, TOPSIS.

4.6.4  artIFIcIal neural network tecHnIqueS

Artificial neural networks (ANNs) can be most adequately characterized 
as computational models with particular properties such as the ability to 
adapt or learn, to generalize, or to cluster data and the operation of which 
is based on parallel processing. ANN consists of a pool of simple process-
ing units that communicate by sending signals to each other over a large 
number of weighted connections [54]. A set of major aspects of a parallel 
distributed model can be distinguished:

• A set of processing units (neurons, cells)
• A state of activation for every unit, which is equivalent to the out-

put of the unit
• Connections between the units
• A propagation rule, which determines the effective input of the 

unit from its external inputs
• An activation function, which determines the new level of activa-

tion based on the effective input and the current activation
• An external input (bias, offset) for each unit
• A method for information gathering (the learning rule)
• An environment within which the system must operate, providing 

input signals and, if necessary, error signals

ANNs are of interest to researchers because they have the potential to treat 
many problems that cannot be handled by traditional analytic approaches. 

TABLE 4.5
Examples of Fuzzy Rules

Rule RSS B NC V Handover is Needed?

1 Weak Low Bad Slow YES
… … … … … …
58 Strong Low Normal Slow Probably YES
… … … … … …
69 Strong Normal Normal Fast Probably NO
… … … … … …
81 Strong High Large Fast NO
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Backpropagation neural networks are the most prevalent ANN architec-
tures because they have the capability to “learn” system characteristics 
through nonlinear mapping.

A network selection technique based on ANNs was proposed by Nasser 
et al. [55]. An applied feedforward neural network topology, which consists 
of input, hidden, and output layers, is shown in Figure 4.12. The input layer is 
made of the h nodes representing different criteria for optimal network selec-
tion, whereas the hidden layer consists of the n nodes that represent the avail-
able access networks. The output layer is formed by a node that generates the 
identification of the optimal access network. For the training process, an error 
backpropagation algorithm is used. During the simulation, the authors adopted 
the same VHD function as that used by Nasser et al. [8].

In this study, all neurons use a sigmoid activation function. Random val-
ues, which serve as weights, are generated for all connections from input 
to hidden (vhi) and from hidden to output layers (wij). In addition, biases are 
assigned random values at the hidden nodes (θi) and the output node (τi). 
The activation functions at the hidden layer are calculated as

 b f a vi h hi i

i

n

= +










=
∑ θ

1

, (4.19)

whereas activation values at the output layer are calculated as

 c f a wj h ij j
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. (4.20)
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FIGURE 4.12 Example of ANN topology for network selection.
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In both Equations 4.19 and 4.20, f(x) represents the logistic sigmoid thresh-
old function, f(x) = 1/(1 + e−x).

The simulations have shown the high accuracy and reliability of the 
model while selecting the optimal network. The shortcomings of the algo-
rithm are reflected in the complexity of the system and in increased hand-
over delays due to the training process.

Example 4.5

Applying the TOPSIS-based algorithm proposed by Bakmaz et 
al. [14], it is possible to evaluate the influences of traffic param-
eters on the network selection process. In the analyzed case, 
besides the usual criteria (QoS level [Qi], security level [Si], and 
cost of service [Ci]), classic grade of service (GoS) parameters 
are pointed out by Bakmaz et al. [50]. The influence of criteria 
(Di), that is, network conditions for ith RAN, can be analyzed 
through link capacity (si), the link capacity and traffic ratio (si/ai), 
as well as the ratio of link capacity and loss obtained using 
Erlang formula (si/Bi) [56,57], link capacity and traffic losses 
ratio (si/[aiBi]), and finally, through the available bandwidth 
(si − ai  [1 − Bi]). Input criteria values for the three available RANs 
are given in Table 4.6.

The influence of the traffic intensity variations in one of the 
networks (a1) to the merit function (calculated as relative close-
ness to the ideal solution) of all three RANs, for differently defined 
network conditions Di, are shown in Figures 4.13, 4.14, and 4.15, 
respectively.

When network conditions are presented only by link capacity 
(Di = si), merit functions do not depend on traffic intensity. The 
values of level of security criteria (Si) as well as cost of service (Ci) 
have influence based on the fact that MF3 has the highest value, 
although RAN3 does not have the highest link capacity. By invok-
ing traffic parameters in Di, that is, Di = si/ai and Di = si − ai(1 − Bi), 

TABLE 4.6
Input Criteria Values

RANi si ai Qi Si Ci

RAN1 20 1–15 3 2 2
RAN2 15 12 3 2 1
RAN3 18 10 2 3 1
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with the increment of a1, successive decrease of MF1 appears, 
whereas MF2 and MF3 increase successively.

The most interesting point is the phenomenon concerning MFi, 
when the network conditions Di = si/Bi and Di = si/(aiBi) are used. 
With a sufficient high value a1, which produces loading per chan-
nel like loading in RAN3 (a1/s1 ≈ a3/s3), which is lower compared 
with the loading per channel RAN2 (a2/s2), the effect of rapid vari-
ation for MF1 and MF3 exists. This property can affect the network 
selection process, and takes us a step closer to the always best 
connected and served (ABC&S) concept.
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FIGURE 4.13 Influence of traffic intensity variation to the RAN1 merit function.
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FIGURE 4.14 Influence of traffic intensity variation to the RAN2 merit function.
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4.7  CONCLUDING REMARKS

Following the principles of heterogeneous networking, a mobile user/
terminal may choose among multiple available connectivity alternatives 
based on the criteria related to networks’ performances, users’ preferences 
and services’ requirements. The scope of this chapter is to address the 
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FIGURE 4.15 Influence of traffic intensity variation to the RAN3 merit function.

TABLE 4.7
A Comparative Survey of Representative Network Selection 
Techniques

Characteristics

Technique

Cost 
Function 

[11]
MADM 

[8,14,32,33]
Fuzzy Logic 

[52]

Neural 
Networks 

[55]

Computational 
complexity

Low Medium High High

Implementation 
complexity

Low Medium High High

Reliability Low High Medium Very high
Number of 
superfluous 
handovers

High Conditionally 
reduced

Reduced Reduced

Handover latency Negligible Acceptable Acceptable Significant due 
to the training 

process
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issue of network selection in a heterogeneous wireless environment. The 
main challenges involved in the network selection process are pointed out, 
and a significant collection of relevant approaches encountered in the open 
literature is presented. Theoretically acceptable and interesting decision 
techniques are discussed, emphasizing the use of tools such as fuzzy logic 
and MADM, which may lead to more efficient and objective decisions. A 
qualitative comparison of the analyzed network selection techniques in 
terms of functionality and complexity of implementation is briefly pre-
sented in Table 4.7.

Current proposed network selection techniques in heterogeneous envi-
ronment require more significant challenges to be overcome before they 
can successfully be deployed in real systems. Because of that, research in 
this area is still a challenging issue.
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5 Wireless Mesh 
Networks

Mobile communications are driven by converged networks that integrate 
technologies and services. The wireless mesh environment is envisaged 
to be one of the key components in the converged networks of the future, 
providing flexible high-bandwidth backhaul over large geographical areas. 
Although single-radio mesh nodes operating on a single channel suffer 
from capacity constraints, multiradio mesh routers using multiple non-
overlapping channels can significantly alleviate the capacity problem and 
increase the aggregate bandwidth available to the network. Wireless mesh 
networks (WMNs) are anticipated to resolve the limitations and to signifi-
cantly improve the performance of traditional wireless architectures. They 
will deliver wireless services for a large variety of applications in personal, 
campus, and metropolitan areas. With the advances in wireless technolo-
gies and the explosive growth of Internet, designing efficient WMNs has 
become a major task for network operators. Joint design and optimization 
of independent problems such as routing and link scheduling have become 
one of the leading research trends in WMNs. From this point of view, 
cross-layer approach is expected to bring significant benefits to achieve 
high system utilization. Existing routing schemes that are designed for 
single-channel multihop wireless networks may lead to inefficient paths in 
multichannel WMNs. On the basis of topological differences, various net-
work architectures are possible for wireless mesh environment. Such archi-
tectures could affect wireless characteristics differently. WMNs promise 
to expend high-speed connectivity beyond what is possible with the cur-
rent wireless infrastructures. However, their unique architectural features 
leave them particularly vulnerable to most of the security threats. Despite 
recent advances in mesh networking, many research challenges, including 
quality of service (QoS) provisioning, remain in all protocol layers.

5.1  INTRODUCTION

Wireless mesh network (WMN) technologies have been researched and 
developed as key solutions to improve the performance and services of differ-
ent wireless environments such as wireless personal area network (WPAN), 
wireless local area network (WLAN), wireless metropolitan area networks 
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(WMAN), and cellular multihop networks [1]. WMNs are considered as sig-
nificant components in next generation mobile systems [2,3]. Compared with 
ad hoc, sensor, and infrastructure-based mobile networks, WMNs represent 
flexible and not resource-constrained quasi-static network topology.

WMN comprises the mesh routers (MRs), mesh clients (MCs), and the 
mesh backbone infrastructure. Each node operates not only as a host but 
also as a router, forwarding packets on behalf of other nodes that may not 
be within direct wireless transmission range of their destinations. WMNs 
are dynamically self-organized and self-configured, with the nodes in the 
network automatically establishing and maintaining mesh connectivity 
among themselves. This characteristic brings many advantages to WMNs 
such as low up-front cost, easy network maintenance, robustness, and reli-
able service coverage. Also, the gateway/bridge functionalities in MRs 
enable the integration of WMNs with various existing wireless network 
environments described in Chapter 1. Thus, through an integrated WMN, 
the users of existing networks can be provided with otherwise unsupported 
services of these networks.

MRs self-organize and establish rich radio mesh connectivity in a way 
that has never been possible within purely wired networks. Because of 
these features, WMNs are being considered for a wide variety of applica-
tion scenarios such as backhaul for broadband networking, building auto-
mation, intelligent transport systems, sensor systems, health and medical 
systems, security and public safety systems, emergency/disaster network-
ing, and so on. These wide ranges of applications have different techni-
cal requirements and challenges in the design and deployment of mesh 
architectures, algorithms, and protocols. WMN is also one possible way 
for cash-strapped Internet service providers (ISPs), carriers, and others  to 
roll out  robust and reliable wireless broadband service access in a way 
that needs minimal up-front investments [1]. Using the capability of self-
organization and self-configuration, WMNs can be deployed incremen-
tally, one node at a time, as needed. As more nodes are installed, the 
reliability and the connectivity for the users increase accordingly. Today, 
WMNs continue to receive significant interest as a possible means of pro-
viding seamless data connectivity, especially in urban environments.

Performance analysis and improvement of protocol stack, particularly the 
MAC protocol, is an important research topic for WMNs. IEEE 802.11x is 
one of the most influential WLAN standards, and its basic MAC protocol is 
called the distribution coordination function (DCF). DCF is based on car-
rier sense multiple access with collision avoidance (CSMA/CA), which is a 
typical contention-oriented protocol. CSMA/CA is widely used in test beds 
and simulations for WMN research [4]. The IEEE 802.16 standard allows for 
backhauling by providing an optional mesh connectivity mode in addition 
to the inherent point-to-multipoint (P2MP) connectivity. The key difference 
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between P2MP and mesh is that communication in P2MP is based on direct 
connection between the base station (BS) and the subscriber stations (SSs), 
whereas in mesh mode, multihop communication is allowed and traffic can 
be routed through other SSs or occur directly between SSs [5].

WMNs combine wired and wireless networks with wireless routers as 
backbone and mobile solutions as users. Wireless routers communicate 
with one another, from a backbone of the wireless network, connect wired 
networks, and conduct multihop communications to forward mobile sta-
tion traffic to/from wired networks. Mobile users’ traffic is carried over 
wireless routers and reaches wired networks. Each mobile user also acts 
as a router behaves, as a router forwarding packets for other mobile users. 
Wireless routers can have multiple different interfaces to access heteroge-
neous wireless networks [6].

QoS provisioning is a challenging issue in WMNs, which promise to 
support a variety of traffic types. They should satisfy the requirements of 
both delay-sensitive multimedia applications, such as video streaming and 
delay-tolerant services such as web browsing, and smoothly handle bursty 
traffic over the Internet. In addition, they may need to deal with different 
types of traffic simultaneously. As a consequence, various QoS classes are 
defined according to traffic types and their requirements in terms of delay, 
jitter, error and loss probability, and so on. Users have strong preference for 
wireless access, and hence, the increase in link capacity can drive a wave 
of innovations that increase the total demand and high-speed access [7,8].

5.2  WMN ARCHITECTURE

WMNs have become a practical solution providing community broad-
band Internet access services [9]. WMN architecture can take different 
topologies based on the structural design of its components with respect 
to one another and to the network environment. Variations in the WMNs 
architecture pose fundamental difference in the physical characteristics 
and network performance, leading to the various results in the performed 
studies. Also, the types of architecture are important for WMNs because 
of the influence on routing management and applications. Various archi-
tectures can be combined to build more complex hybrid structures and can 
be customized to fulfill specific requirements set by clients [10].

In WMN infrastructure, access mesh routers (AMRs) provide Internet 
access to MCs by forwarding aggregated traffic to MRs, known as relays, 
in a multihop fashion until a mesh gateway (MG) is reached. MGs act as 
bridges between the wireless mesh infrastructure and the Internet or other 
network environments. AMRs and MGs can be observed as edge MRs 
with specific functionalities. Typical (baseline) WMN architecture is illus-
trated in Figure 5.1.
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MCs can access the network through MRs as well as by directly mesh-
ing with other MCs. The routing capabilities of clients provide improve-
ment connectivity and coverage inside the WMN. Each infrastructure node 
can be equipped with multiple radios. Each radio is capable of accessing 
multiple orthogonal channels (aka multiradio multichannel transmissions). 
In multiradio multichannel networks [11], simultaneous communications 
are possible by using noninterfering channels, which have the potential of 
significantly increasing the network capacity.

Three mainstream architectures for WMNs can be identified [10]: cam-
pus mesh, downtown mesh, and long-haul mesh. The difference is in the 
topology, the geographical location and physical orientation of the equip-
ment with respect to one another and to the network environment. The 
backbone is a group of different types of wireless MRs organized in circu-
lar, ad hoc, or longitudinal fashion, depending on whether the architecture 
is campus mesh, downtown mesh, or long-haul mesh, respectively. MRs 
are often fixed and stable and have access to unlimited power supply. They 
use proactive routing protocols such as open shortest path first (OSPF) 
[12]. The access network is a group of clusters, each containing several 
MCs. These clusters are highly mobile and unstable. They use temporary 
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sources of power and on-demand and ad hoc routing protocols, such as ad 
hoc on-demand distance vector (AODV) [13].

5.2.1  Campus mesh Network arChiteCture

The network in campus mesh architecture is generally easy to deploy, mon-
itor, manage, and upgrade [10]. In this architecture, a limited number of 
buildings are located in a campus environment, with generally good line-
of-sight (LoS) and a central management and administration unit. Wireless 
MRs can be installed on existing campus infrastructure. The number of 
MCs in such environments is usually fixed, whereas MCs have little or no 
mobility. The entire network is usually under a single administration and 
is controlled by an ISP. As for traffic, it can be easily monitored, and the 
intensity of exchanged traffic can be easily predicted during different peri-
ods. This gives a more static and predictable network requirement. Also, 
it is easy to monitor and control different aspects of network management, 
such as routing, congestion, and interference control. Typical campus mesh 
architecture is shown in Figure 5.2.
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It can be seen that there are two rings of wireless MRs in the backbone, 
that is, inner and outer rings. The outer ring represents AMRs connecting 
MCs to the backbone. The backbone MRs are in the inner ring, with no 
direct connection to the access network. Some of the inner-ring MRs can 
also act as AMRs. The inner ring has several major functions, such as the 
following:

• To act as a redundant array of routers or a backup path in case of 
congestion or disconnection

• To provide multipath routing options to the AMRs, and
• To collect traffic and forward it to MGs for Internet connectivity

5.2.2  DowNtowN mesh Network arChiteCture

In the downtown topology-based mesh architecture [10], many low and 
tall buildings are scattered over several blocks in a downtown environment 
(Figure 5.3). In this type of architecture, LoS is not adequate, and towers 
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are not available (accessible) in many locations. The number of MCs var-
ies with time, and they tend to change their locations frequently around 
the downtown area. The network can be under different administrations, 
managements, and ISPs. This introduces more technical and billing dif-
ficulties, such as roaming as well as network sharing among ISPs.

This type of architecture is different from the campus mesh. Namely, 
in a campus mesh, most of the traffic is generated by users on the cam-
pus. The number of permanent users and the type of operation, applica-
tion, and usage are known to the administration over time. In a downtown 
environment, it is hard to predict real-time multimedia traffic demands. 
Some factors, such as the number of temporary users, the type of traffic 
they generate, the time and day they are passing by, and so on, can very 
well change the fluctuations of the traffic intensities. Exchanged traffic is 
highly bursty, depending on different client operations and different peri-
ods. Different ISPs provide different types of services to their clients. This 
makes it extremely difficult for them to coordinate with one another. Thus, 
downtown mesh architecture requires a more advanced high-capacity net-
work and costly equipment for deployment, and tight coordination among 
ISPs is required.

5.2.3  LoNg-hauL mesh Network arChiteCture

Long-haul mesh architecture [14] is a perspective networking solution 
because it eliminates the need for extensive and costly infrastructure, as 
required by traditional wired and wireless technologies. In the long-haul 
mesh environment depicted in Figure 5.4, there are no buildings around, 
but there is a long set of MRs along a highway inside a city or in suburban 
areas, where there is no infrastructure in place or it is difficult and expen-
sive to deploy one. The MRs could be as far apart as their transmission 
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range allows. An array of redundant backbone MRs runs along with the 
main backbone of AMRs.

For long LoS, using single powerful unidirectional antennas between 
each pair of adjacent routers is allowed. Backbone MRs can be deployed 
on the other side of the roadway for redundancy. The major difference 
between long-haul and the other two architectures consists of the structure 
itself, the type of equipment, and the lack of multipath routing in the long-
haul environment.

5.3  CHARACTERISTICS OF WMNs

On the basis of their characteristics, WMNs are generally considered as 
a type of ad hoc networks because of the lack of wired infrastructure [1]. 
Although ad hoc networking techniques are required by WMNs, the addi-
tional capabilities necessitate more sophisticated algorithms and design 
principles for the WMN realization. More specifically, instead of being a 
type of ad hoc networking, WMNs aim to diversify the capabilities of ad 
hoc networks. Consequently, ad hoc networks can actually be considered 
as a subset of WMNs. The differences between WMNs and ad hoc net-
works can indicate some substantial characteristics.

The wireless backbone provides large coverage, connectivity, and robust-
ness in the wireless domain. However, the connectivity in ad hoc networks 
depends on the individual contributions of end users, which may not be 
reliable.

WMNs support conventional clients that use the same radio technolo-
gies as an MR. This is accomplished through a host-routing function 
available in MR. WMNs also enable the integration of various existing 
networks through gateway/bridge functionalities in routers. The integrated 
wireless networks through WMNs resemble the Internet backbone because 
the physical location of network nodes becomes less important than the 
capacity and network topology.

In ad hoc networks, end-user devices also perform routing and configu-
ration functionalities for all other nodes. However, WMNs contain MRs 
for these functionalities. Hence, the load on end-user devices is signifi-
cantly decreased, which provides lower energy consumption and high-end 
application capabilities to possibly mobile and energy-constrained end users. 
Moreover, the end-user requirements are limited, which decrease the cost 
of devices that can be used in WMNs.

MR can be equipped with multiple radios to perform routing and access 
functionalities. This enables the separation of two main types of traffic 
in the wireless domain. While routing and configuration are performed 
between MRs, the access to the network by end users can be carried out 
on a different radio. This significantly improves network capacity. On the 
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other hand, in ad hoc networks, these functionalities are performed in the 
same channel, and as a result, the performance decreases.

Because ad hoc networks provide routing using the end-user devices, 
network topology and connectivity depend on the users’ mobility. This 
imposes additional challenges on routing protocols as well as on network 
configuration and deployment.

The fundamental characteristics of WMNs can be summarized through 
the following issues [1]:

• Multihopping. To extend the coverage range of current wireless 
networks without sacrificing the channel capacity, the mesh-style 
multihopping is indispensible [15,16]. It achieves higher through-
put without sacrificing effective radio range via shorter link dis-
tances, less interference between the nodes, and more efficient 
frequency reuse. Another objective is to provide non-LoS connec-
tivity among the users without direct LoS links.

• Support for ad hoc networking and capability of self-forming, 
self-healing, and self-organization. WMNs enhance the net-
work performance because of flexible network architecture, easy 
deployment and configuration, fault tolerance, and mesh connec-
tivity. Here, multipoint-to-multipoint communication is applied 
[3]. Because of these features, WMNs have low up-front invest-
ment requirements, and the network can grow gradually as needed.

• Mobility dependence on the type of mesh nodes. MRs usually 
have minimal mobility, whereas MCs can be stationary or mobile 
nodes. Because of MC’s mobility in WMNs, mobility manage-
ment is required for efficient and correct routing. A perspective 
wireless mesh mobility management mechanism based on loca-
tion cache approach is proposed by Huang et al. [17].

• Multiple types of network access. In WMNs, both backhaul access 
to the Internet and P2P communications are supported. In addi-
tion, the integration of WMNs with other wireless networks and 
providing services to end users can be accomplished through 
WMNs.

• Dependence of power consumption constraints on the type of 
mesh nodes. MRs usually do not have strict constraints on power 
consumption. However, MCs may require power-efficient proto-
cols. The MAC or routing protocols optimized for MRs may not 
be appropriate for MCs such as sensors because power efficiency 
is the primary concern for wireless sensor networks.

• Compatibility and interoperability with existing wireless networks. 
WMNs built based on Wi-Fi technologies must be compatible 
with IEEE 802.11 standards in the sense of supporting both mesh 

 



200 Wireless Multimedia Communication Systems

capable and conventional Wi-Fi clients. Also, WMNs need to be 
interoperable with other wireless networks such as ZigBee, WiMAX, 
LTE, and so on (see Chapter 1).

5.4  WMN PERFORMANCE IMPROVEMENT

Commercial and academic deployments of WMNs in real environments 
are beginning to demonstrate some advantages such as large covering 
areas, low cost of backhaul connections, small energy consumption, and 
non-LoS connectivity [18]. Earlier WMNs deployments have been linked 
to a number of problems mainly related to connectivity (lack of cover-
age, dead spots, obstructions, etc.) as well as performance problems (low 
throughput and/or high latency). Network performance is highly affected 
by wireless interference and congestion, causing considerable frame losses 
and higher delays.

Performance problems occur for many reasons, such as multipath inter-
ference, traffic slowdown due to congestion, large cochannel interfer-
ence due to poor network planning, or poorly configured MCs or AMRs. 
Topology-aware MAC and routing protocols can significantly improve the 
performance of WMNs. Many solutions in the context of WMN’s perfor-
mance improvement have been proposed. These contributions can be clas-
sified into two general classes [9]: fixed topologies and unfixed topologies 
(Figure 5.5).

Approaches based on fixed topologies aim at better exploiting and 
using network resources. They can improve the channel reuse and routing 
 protocols/metrics together with possible admission control mechanisms. They 
assume a given topology, that is, the position and the type of all mesh nodes 
are decided beforehand. On the other hand, approaches based on unfixed 
topologies are subdivided into two groups. The first group (partial design) 
encompasses all approaches that attempt to optimize network performance 
by optimally selecting the position and type of each mesh node given a dif-
ferent set of predeployed nodes. The second group is more generic and uses 
more complex techniques to design a network from scratch. It requires the 
consideration of many factors before network deployment, such as clients’ 
coverage, optimal placement of MGs for better throughput and less delay/
congestion, and adequate resource amount per node.

Partial design can be observed through fixed gateway and unfixed 
schemes [19,20]. In the fixed gateway subcategory, the WMN design prob-
lem is viewed as the problem of looking for strategic locations to optimally 
place the APs or the MRs given a set of positioned MGs and a set of con-
nectivity, coverage, and cost constraints to satisfy. The unfixed gateway 
scheme is related to MG’s location problem and their number minimiza-
tion, as well as the AP-MG path length while satisfying the AP Internet 
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demand. MGs constitute IP traffic sinks/sources to WMNs, and conse-
quently, a WMN can be unexpectedly congested at one or more of them 
if MGs are not adequately located. Basically, the placement of these mesh 
nodes determines the hop length of the communication paths, the amount 
of congestion, and the availability bandwidth to and from the Internet.

MG placement schemes are categorized into clustering-based place-
ment and non-clustering-based placement classes. Placing MGs based 
on a clustering approach has several benefits, including the tight relation-
ship between the resulting MG placement and the network throughput. 
When the network is partitioned into clusters, then independently of the 
network size, each node can send to nearby MGs within a fixed radius. 
Consequently, all nodes in a cluster have a bounded distance (in terms of 
the number of hops) to reach a gateway. Depending on whether the placed 
MGs are following a tree structure or not, the research studies related to 
the clustering-based placement can be subdivided into tree-based and non-
tree-based approaches.

In tree-based clustering, the generating clusters are represented by trees 
rooted at the MGs [19]. These techniques have several benefits, such as 
low routing overhead and efficient flow aggregation. Nevertheless, they 
suffer from reliability degradation because a tree topology uses a smaller 
number of links than a mesh topology, where there are at least two nodes 
with two or more paths between them to provide redundant paths. Also, 
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FIGURE 5.5 Classification of approaches for WMN performance improvement.
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topologies restricted to tree structures may require, under the link capac-
ity constraint, a larger number of MGs and thus may increase the network 
deployment cost.

As for non-tree-based clustering, the sole contribution proposes that it 
models the MG placement problem as a combinatorial optimization prob-
lem [20]. Two algorithms, self-constituted gateway algorithm (SCGA) and 
predefined gateway set algorithm (PGSA), are proposed. Both algorithms 
make use of a genetic search heuristic [21] to search for feasible configura-
tions coupled with a modified version of Dijkstra’s algorithm [22] to look 
for paths with bounded delays. In the PGSA, the number of MGs (initially 
set to one) is iteratively incremented by one until a feasible configuration 
is obtained. On the other hand, the number of MGs in the SCGA is set 
up dynamically when needed. The design problem solved by both search 
algorithms does not consider bounded delay in terms of communication 
hops. Here, delay is seen as the ratio of packet size over link capacity.

An approach to non-clustering-based placement is to study the MG posi-
tion for throughput optimization in WMNs using a grid-based deployment 
scheme [23]. Specifically, for a given mesh infrastructure and several MGs, 
it is important to investigate how to place the gateways in the corresponding 
infrastructure to achieve optimal throughput. First, the throughput optimiza-
tion problem for a fixed mesh network has to be mathematically formulated. 
After that, an interference-free scheduling method has to be proposed to 
maximize the throughput. The basic idea is to sort the links based on some 
specific order. Then, it is possible to process the requirement for each link in 
a greedy manner. The solution can be used as an evaluation tool to decide on 
the optimal MG placement scheme. The proposed approach achieves better 
throughput in the grid scheme than in random and fixed schemes.

A good planning task of a WMN essentially involves a careful choice 
of the installation’s locations, an optimal selection of the network nodes 
type, and a good decision on a judicious channel/node interface assign-
ment, while guaranteeing the users’ coverage, wireless connectivity, and 
traffic flows at a minimum cost. In optimization terms, this is translated 
into determining the following [9]:

• The optimal number of wireless routers required to cover the area 
under consideration

• The optimal number of MGs for the efficient integration of WMNs 
with Internet

• The optimal initial channel assignment, and
• An optimal number of wireless interfaces per router

while taking into account all physical and financial constraints of the net-
work provider.
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Example 5.1

The effect of network topology on MG deployment is presented 
in Figure 5.6. Every potential link, presented by a dashed line, is 
associated with a link capacity (the value between brackets), and 
a traffic demand is associated to every MR. It can be seen that 
a tree-based topology tends to deploy more MGs than a mesh 
topology (two MGs instead one MG) because of the link capacity 
constraint.

5.5  ROUTING IN WMNs

Routing is one of the key components for data delivery in a WMN [24]. 
As previously stated, backbone MRs are usually stationary, while MCs 
roam among them. Consequently, they can be permanently power sup-
plied. As mobility and energy saving are no longer issues, WMN rout-
ing considers link-quality metrics such as capacity or error probability. 
To improve network performance, the design of a routing protocol must 
take into account the lossy characteristic of a wireless channel. In multi-
hop scenarios, performance depends on the routing protocols to properly 
choose routes, given the current network conditions. Assuming that the 
common-case application in WMNs is Internet access, traffic is usually 
concentrated on links close to the MGs.

5.5.1  FuNDameNtaL routiNg metriCs

The routing metrics present criteria to judge the “goodness” of a path in 
routing algorithms. The most typical routing metrics for multihop net-
works is the hop count [6]. However, this metric cannot capture the quality 
of a path in a wireless environment.
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The first metric proposed for WMNs is the expected transmission count 
(ETX) [25]. It is the expected number of transmissions a node requires to 
successfully transmit a packet to a neighbor. To compute the ETX, each 
node periodically broadcasts probes containing the number of received 
probes from each neighbor. The number of received probes is calculated at 
the last T time interval in a sliding window fashion. Node A computes the 
ETX of the link to node B by using the delivery ratio of probes sent on the 
forward df and reverse dr directions. The ETX considers both directions 
because of data ACK frame transmission. Delivery ratios are, respectively, 
the fraction of successfully received probes from A announced by B and the 
fraction of successfully received probes from B at the same T interval. The 
ETX of link AB can be defined as

 
ETX

f r

=
×
1

d d
.
 

(5.1)

The total ETX of a path is the summation of ETX of all links on the 
path. The chosen path is one with the lowest sum of ETX along the route 
to the destination.

The minimum loss (ML) metric [26] is based on probing to compute 
the delivery ratio. ML finds the route with the lowest E2E loss probability. 
ML multiplies the delivery ratios of the links in the reverse and forward 
directions to find the optimal path. The use of multiplication reduces the 
number of route changes, improving network performance.

There are two shortcomings in the implementation of ETX, that is,

 a. Broadcasts are usually performed at the network basic rate, and
 b. Probes are smaller typical data packets

Thus, unless the network is operating at low rates, the performance 
of ETX becomes low because it neither distinguishes links with differ-
ent bandwidths nor considers data packet size. To cope with these issues, 
the expected transmission time (ETT) is invoked. This is the time a data 
packet requires to be transmitted successfully to each neighbor. ETT 
adjusts ETX to different physical rates and packet sizes. There are two 
main approaches to computing ETT. In the first one, ETT is presented as 
the product between the ETX and the average time a single packet requires 
to be delivered, that is,

 ETT = ETX × t. (5.2)

To calculate time t, a fixed packet size s is divided by the estimated 
bandwidth B of each link, t = s/B. The packet pair technique is used to 
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calculate B per link. This technique consists of transmitting a sequence of 
two back-to-back packets to estimate bottleneck bandwidth. Each neighbor 
measures the interval period between the two packets and reports it back to 
the sender. The computed bandwidth is the size of the large packet of the 
sequence divided by the minimum delay received for that link.

In the second approach, the loss probability is estimated considering 
that the IEEE 802.11 uses data and ACK frames [25]. The idea is to peri-
odically compute the loss rate of data and ACK frames to each neighbor. 
The former is estimated by broadcasting several packets of the same size 
as data frames, one packet for each data rate defined in the specified stan-
dard. The latter is estimated by broadcasting small packets of the same 
size as ACK frames and sent at the basic rate that is used for ACKs. ETT 
can be presented in the form

 ETT = (rt × pACK)−1, (5.3)

where rt represents best achievable throughput and pACK represents the 
delivery probability of ACK packets in the reverse direction. Similar to 
ETX, the chosen route is the one with the lowest sum of ETT values.

The fast link-quality variation is a critical problem of wireless media. 
Metrics based on average values computed on a time–window interval, 
such as ETX, may not follow the link-quality variations [6]. This prob-
lem is even more complex in an indoor environment. To cope with this, 
modified ETX (mETX) and the effective number of transmissions (ENT) 
have to be taken into account [27]. These metrics consider the standard 
deviation in addition to link-quality average values to project physical layer 
variations onto routing metrics. The difference between mETX and ETX 
is that mETX works at the bit level. The mETX metric computes the bit 
error probability using the position of corrupted bit in the probe and the 
dependence of these bit errors throughout successive transmissions. This 
is possible because probes are composed of a previously known sequence 
of bits. On the other side, ENT is an alternative approach that measures 
the number of successive transmissions per link considering variance. Also, 
ENT broadcasts probes and limits route computation to links that show 
an acceptable number of retransmissions according to upper-layer require-
ments. If a link shows several expected transmissions higher than the max-
imum tolerated by an upper layer protocol, ENT excludes this link from 
routing process, assigning to it an infinity metric [6].

The next metric that also considers link-quality variation is interference 
aware (iAWARE) [28]. This metric uses signal-to-noise ratio (SNR) and sig-
nal to interference and noise ratio (SINR) to continuously reproduce neigh-
boring interference variation onto routing metrics. The iAWARE metric 
estimates the average time the medium is busy because of transmissions 
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from each interfering neighbor, according to the rule that the higher the 
interference, the higher the iAWARE value. iAWARE considers intraflow 
and interflow interference, medium instability, and data transmission time. 
iAWARE for certain link l is defined as

 
iAWARE

ETT
IRl

l

l

= ,
 

(5.4)

where interference ratio IRl from u to v is obtained as min{IRi(u), IRi(v)} 
and IRi(v) = SINRi(v)/SNRi(v). The iAWARE of a path is calculated in a 
similar way as ETT. However, most routing protocol implementations pre-
fer metrics with simpler designs, such as ETX or ETT. The main character-
istics of the discussed WMN routing metrics are summarized in Table 5.1.

5.5.2  routiNg protoCoLs

Ad hoc routing protocols are usually proactive, reactive, or hybrid [6]. The 
proactive strategy operates like classic routing in wired networks. Routers 
keep at least one route to any destination in the network. On the other 
hand, reactive protocols request a route to a destination only when a node 
has a data packet to send. Many WMN routing protocols use similar strat-
egies. Nevertheless, they are adapted to the WMN’s characteristics, for 
example, by using a quality-aware routing metric.

WMN routing protocols can be classified into four classes [6]: ad hoc 
based, controlled flooding, traffic aware, and opportunistic. Each class 
mainly differs on route discovery and maintenance procedures. In WMNs, 
most routing protocols consider that the network is only composed by wire-
less backbone nodes. If a mobile device operates as a backbone node, it must 
run the same routing protocol. Because of fewer considerations regarding 
mobility, increasing traffic demand, and certain infrastructure-like design 

TABLE 5.1
Main Routing Metric Characteristics

Metric
Quality 
Aware

Data 
Rate

Packet 
Size

Intraflow 
Interference

Interflow 
Interference

Medium 
Instability

Hop × × × × × ×
ETX + × × × × ×
ETT + + + × × ×
ML + × × × × ×
mETX + + + × × +
ENT + + + × × +
iAWARE + + + + + +
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properties, routing protocols for WMNs have required exclusive focus 
from researchers. A more general classification of WMN routing protocols 
is presented by Pathak and Dutta [29]. Table 5.2 surveys WMN routing 
strategies in terms of their characteristics and objectives.

MANET-like routing protocols were designed for mobile nodes, inter-
mittent links, and frequently changing topologies. These protocols often 
rely on flooding for route discovery and maintenance. Direct employ-
ment of such protocols is not suitable for relatively static mesh networks. 

TABLE 5.2
Classification of WMN Routing Strategies

Routing 
Strategy Characteristics/Objective

Representative 
Solutions

MANET-like 
routing

• Proactive or reactive
• Adapt ad hoc routing protocols to 

relatively stable and high-bandwidth 
WMN environment

• Incorporate a WMN routing metric in 
existing protocol

• OLSR
• BATMAN
• AODV-ST
• AODV-MR
• PROC

Opportunistic 
routing

• Hop-by-hop routing
• Exploit fortunate long-distance 

receptions to make faster progress 
toward destination

• Ex-OR
• ROMER
• SOAR
• MORE

Multipath 
routing

• Maintain redundant routes to 
destination

• Determine divergent routes to mitigate 
the crowded center effect

• Load balancing and fault tolerance

• MMESH

Geographic 
routing

• Use location information for 
forwarding in large mesh networks

• Efficient geographic 
routing based on 
NADV metric

Hierarchical 
routing

• Divide network into clusters and 
perform routing for better scalability

• IH-AODV

Multiradio/
channel 
routing

• Accommodate intrapath and interpath 
interference

• Consider channel assignment 
constraints and switching cost

• MR-LQSR

Multicasting 
protocols

• Adapt existing multicast ad hoc 
mechanisms to WMNs

• High-throughput 
ODMRP

Broadcast 
routing

• Minimum latency broadcasting with 
the least number of retransmissions

• Adapting to multichannel environment

• MRDT framework
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Traditional MANET-like protocols can be largely classified in proactive 
and reactive routing protocols. Proactive routing protocols are table-driven 
protocols that require flooding in case of link failure and use hop count 
as a primary routing metric. They do not take link quality or any other 
dynamic wireless characteristics, such as intermediate packet losses, into 
consideration.

Many of the proactive routing protocols have been adopted or specifically 
designed for WMNs. As an example, optimized link state routing (OLSR) 
[30] has accommodated features for link-quality sensing, and it is being 
adapted for WMN implementations. OLSR was adapted to use ETX as a 
link metric. It uses the fraction of HELLO messages lost in a given interval 
of time to calculate ETX. Another interesting and advanced solution is the 
better approach to mobile ad hoc networking (BATMAN) protocol [31]. It 
uses a weighted and autoselective flooding concept in which every node 
maintains logical direction toward the destination and accordingly chooses 
next hop neighbor while routing. The flooding uses short control packets 
to make every mesh node aware of network topology. However, there is no 
topology information dissemination and no multipoint relaying node selec-
tion. Although routing loops are easily avoided by this modified flooding 
mechanism, there are still problems about self-interference.

Instead of developing new routing protocols for WMNs, many research-
ers have proposed modifications of ad hoc routing protocols. Most of these 
protocols try to adapt to the characteristics of WMNs such as lower mobil-
ity, stable routes, and so on. Also, a variety of such protocols uses previ-
ously discussed routing metrics. The following are a few examples of such 
protocols:

• AODV-spanning tree (AODV-ST) [32] is a routing protocol that 
improves on AODV in several ways to adapt to WMN character-
istics. To avoid repetitive reactive route discovery with flooding, 
AODV-ST maintains spanning tree paths rooted at gateway from 
the nodes. The gateway periodically requests routes to every node 
in the network to update its routing table. It can incorporate high-
throughput metrics such as ETT and ETX for high-performance 
spanning tree paths. AODV-ST also uses IP–IP encapsulation for 
avoiding large routing tables at relay nodes and can also perform 
load balancing for gateways.

• AODV-multiradio (AODV-MR) [33] presents extension for AODV 
protocol in which each node has multiple radios and channel assign-
ment is performed with some predefined static technique. AODV- 
MR uses the iAWARE metric with the Bellman–Ford algorithm to 
find efficient low-interference paths. Links on such paths display 
low intraflow and interflow interference together with good link 
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quality. An extension of the AODV-MR that is adaptive to changes 
in link quality to detect deteriorated situations and to recover the 
path is proposed by Shin et al. [34].

• Progressive route calculation (PROC) protocol [35], which locates 
the optimal route around a preliminary route, is obtained from 
sketchy network scanning. The source node first establishes a pre-
liminary route to the destination by broadcasting. The destination 
then initiates the building of a minimum cost-spanning tree to 
source with the nodes around the preliminary route. The source 
uses this optimal route for future data transfer.

As previously discussed, traditional shortest path and ad hoc routing 
protocols may not be suitable for mesh environments. Opportunistic rout-
ing protocols have been proposed to exploit the unpredictable nature of 
the wireless medium. They improve classic routing based on cooperative 
diversity schemes. Classic routing protocols compute a sequence of hops 
to the destination before sending a data packet, using either hop-by-hop or 
source routing. On the other hand, an opportunistic routing protocol defers 
to the next hop selection after the packet has been transmitted. If a packet 
fortunately makes it to a far distant node than expected, such useful trans-
missions should be fully exploited. Although there are many advantages 
to such mechanisms, for example, faster progress toward the destination, 
it requires complex coordination between the transmitters regarding the 
progress of the packets. Many protocols have been developed based on this 
concept, and some of the most representative are as follows:

• Extremely opportunistic routing (Ex-OR) protocol [36], which com-
bines routing with MAC layer functionality. Routers send broad-
cast packets in batches (without previous route computation) to 
reduce protocol overhead. In addition, broadcasting the data pack-
ets improves reliability because only one intermediate router is 
required to overhear a transmission. However, it does not guaran-
tee that packets are received because they are not acknowledged. 
Thus, an additional mechanism is required to indicate correct data 
reception. Among the intermediate routers that have heard the 
transmission, only one retransmits at a time. The source router 
defines a forwarding list and adds it to the header of the data 
packets. This list contains the addresses of neighbors, ordered by 
forwarding priority. Routers are classified in the forwarding list 
according to their proximity to the destination, computed by a 
metric similar to ETX. The metric used by Ex-OR considers only 
the loss rate in the forward direction. Upon reception of a data 
packet, the intermediate router checks the forwarding list. If its 
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address is listed, it waits for the reception of the whole batch of 
packets. It is possible, however, that a router does not receive the 
entire batch. To cope with this problem, the highest-priority router 
that has received packets forwards them and indicates to the lower-
priority routers the packets that were transmitted. Consequently, 
the lower-priority routers transmit the remaining packets, avoid-
ing duplicates. This process continues until the batch of packets 
reaches the destination.

• Resilient opportunistic mesh routing (ROMER) protocol [37] com-
bines long-term shortest-path or minimum-latency routes with on-
the-fly opportunistic forwarding to provide resilient routes and  to 
deal with short term variations on medium quality. A packet tra-
verses through the nodes only around long-term and stable minimum 
cost path. These nodes build a dynamic forwarding mini-mesh of 
nodes on the fly. Each intermediate node opportunistically selects 
transient high-throughput links to take advantage of short-term 
channel variations. In this way, ROMER deals with node failures 
and link losses and also benefits from opportunistic high-throughput 
routing.

• Simple opportunistic adaptive routing (SOAR) protocol [38] 
improves on Ex-OR in certain ways to efficiently support mul-
tiple flows in WMNs. SOAR maximizes the progress each packet 
makes by using priority-based timers to ensure that the most pre-
ferred node forwards the packet with little coordination overhead. 
Moreover, it minimizes resource consumption and duplicates 
transmissions by reasonable selecting forwarding nodes to prevent 
routes from diverging. To further protect against packet losses, 
SOAR uses local recovery to retransmit a packet when an ACK is 
not received within a specified time.

• MAC-independent opportunistic routing and encoding (MORE) 
protocol [39] extends the Ex-OR with network coding. It randomly 
mixes packets before forwarding. This randomness ensures that 
routers that hear the same transmission do not forward the same 
packets. Thus, MORE needs no special scheduler to coordinate 
routers. Experimental results show that MORE’s median unicast 
throughput is 22% higher than Ex-OR, and the gains increase to 
45% when there is a chance of spatial reuse. For multicast, MORE’s 
gains increase with the number of destinations and can be two 
times greater than Ex-OR.

Multipath routing protocols permits the establishment of multiple 
paths between a source and a destination. They can provide various 
benefits over single path protocols in MWNs, increasing reliability, 
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enabling load balancing and bandwidth aggregation, and secure commu-
nications [40]. Using traditional routing approaches and metrics, many 
MRs may end up choosing already congested routing paths to reach the 
MGs. This can lead to low performance because of highly loaded rout-
ing paths. A multipath routing approach has the following advan tages 
[41]:

 1. Fault tolerance achieved by using redundant paths as alternative 
routes exist to deliver messages from a source to the destination.

 2. When a link becomes a bottleneck because of heavy load at a 
specific time, multipath routing protocols can balance the load by 
diverting traffic through the available alternative paths.

 3. Multipath routing protocols can split data to the same destina-
tion into multiple streams, each routed through a different path, to 
increase the aggregate bandwidth utilization of a network.

 4. In multipath routing, the recovery delay in case of a fault can be 
reduced because backup routes are initiated during the route dis-
covery phase. When a failure occurs, the predefined routes can be 
used instead of rediscovering a new route.

On the other hand, given a performance metric, the improvement of 
multipath routing protocols depends on the availability of disjoint routes 
between source and destination. Moreover, the complexity of the multipath 
routing (especially for the route discovery phase) can be high.

Multipath mesh (MMESH) routing protocol [42] proposes a mechanism 
in which every node derives multiple paths to reach gateway node using 
the source routing. It then performs load balancing by selecting one of the 
least loaded paths. A large set of multipath routing protocols are surveyed 
by Tsai and Moors [43].

Geographical routing (position-based routing) assumes that each 
node knows its own location and each source is aware of the location of 
its destination. The MANET routing protocols often assume the avail-
ability of location information at nodes to facilitate intelligent data for-
warding. WMNs can benefit from such location information, and several 
routing protocols are presented for such geographic routing and related 
issues. An efficient geographic routing protocol in which packets are 
forwarded toward the neighbor closest to the destination is proposed by 
Lee et al. [44]. Forwarding decisions are made on a hop-by-hop basis 
using a normalized advance (NADV) link metric, which is defined as 
follows:
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Here, D(x) denotes the distance from node x to destination, and Cost(n) 
can be any cost factor, such as packet error rate, delay, power consumption, 
and so on. This way, NADV reflects the amount of progress made toward 
the destination per unit cost. For example, suppose that Psucc(n) is the frac-
tion of data transmissions to neighbor n successfully. If 1/Psucc(n) is used 
as link cost, then

 NADV(n) = ADV(n) × Psucc(n), (5.6)

which means the expected advance per transmission.
Hierarchical routing has importance especially in MANETs, but its 

applicability to mesh networks has been limited. One possible reason for 
this could lie in the fact that most of the hierarchical routing protocols 
[45] assume high mobility, which is rarely a case in mesh. Instead, WMNs 
show far static behavior (at least in MRs), and client mobility can usually 
be handled by traditional mobility management schemes. The efficient 
accommodation of clustering schemes together with channel assignment 
policies can explore the full capacity available, whereas designing such 
mechanisms with clustering is still an open issue. Hierarchical routing’s 
advantage depends on the depth of nesting (the number of hierarchy 
levels) and the addressing scheme used [41]. In a high-density network, 
the performance of hierarchical routing is considered to be very good 
compared with other routing approaches. The reasons for this good 
performance are the low overhead, relatively short routing paths, easy 
adaptation to failures, and quick path-setup time. While designing the 
structure of the hierarchy, the cluster heads should be carefully selected 
to avoid a bottleneck and large power consumption. A WMN may expe-
rience implementation difficulties when the selected cluster head is not 
capable of handling the heavy traffic load. In addition, the complexity 
of maintaining the hierarchy may compromise the performance of the 
routing protocol.

An improved hierarchical AODV (IH-AODV) routing protocol is pro-
posed by Tingrui et al. [46]. It exhibits better scalability and performance 
in the network and incurs less routing overhead for finding alternate routes 
when a route is lost. Furthermore, a novel technique for IH-AODV fresh 
route detection is presented. Simulations show that IH-AODV scales well 
for large networks, and other metrics are also better than or comparable 
with AODV in hybrid WMNs. With some modification, this protocol is 
also applicable in cognitive WMNs [47].

Multiradio/channel routing protocols mainly use corresponding metrics 
derived for multichannel environment in suitable well-known routing tech-
niques, such as AODV, dynamic source routing (DSR), and so on. To fully 
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exploit the availability of multiple channels in WMNs, routing algorithms 
should account for the existence of channel diversity on a path in the net-
work [48].

Example 5.2

Consider the 10-node multichannel WMN shown in Figure 5.7. 
Each node is equipped with two radios. It means that each node 
can transmit or receive data on two nonoverlapping channels 
simultaneously. The label on each link indicates the operating 
channel.

There are three possible routes from node F to gateway node 
A in the network, including F-G-A (involving channel 2), F-G-J-A 
(involving channels 2 and 3), and F-E-B-A (involving channels 6, 
5, and 1). It can be very difficult to determine optimal path from 
node F to node A because path F-G-A is the shortest, but paths 
F-G-J-A and F-E-B-A are more channel diverse.

The routing problem in multichannel WMNs is exacerbated by the fact 
that the network topology is determined by the channel assignment. For 
example, coming back to Figure 5.7, although nodes E and G are located 
within the transmission range of each other, they cannot communicate 
with each other directly without a radio tuned to a common channel. This 
implies that the routing paths between any two nodes in the network are 
also restricted by channel assignment. As a result, a well-designed routing 
protocol for multichannel WMNs can become useless with an improper 
channel assignment algorithm. In some types of multichannel WMNs, 
nodes have to dynamically negotiate the channels used for communication.  
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FIGURE 5.7 Multichannel WMN with nodes equipped with two radios.
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Thus, it is difficult for the multichannel routing algorithm to predict the 
E2E performance of a path in such a dynamic environment [48].

Multiradio link-quality source routing (MR-LQSR) [49] presents  an 
example of a widely accepted and deployed protocol for multiradio WMN 
environments. This protocol replaces the link-quality routing metric with 
the weighted cumulative ETT (WCETT) as an extension of ETX for multi-
channel wireless environments. The calculation of the WCETT metric can 
be divided into two parts:

 1. The estimation of the E2E delay of the path and
 2. The determination of the channel diversity of the path

As mentioned previously, ETT represents the expected total airtime 
spent in transmitting a packet successfully on a link. Therefore, ETT is 
obtained by multiplying the ETX value of a link by the transmission time 
of one packet. The calculation of WCETT then requires the sum of ETTs 
(SETT) for all links of the path, which corresponds to an estimation of the 
E2E delay experienced by the packet. To quantify the channel diversity, it 
needs to determine the bottleneck group ETT (BGETT). The group ETT 
(GETT) of a path for channel c is defined as the sum of ETTs for the path’s 
links, which operate on channel c. The BGETT is then referred to as the 
largest GETT of the path. The rationale is that the total path throughput 
is dominated by the bottleneck channel (i.e., the busiest channel on the 
path). Thus, although low SETT implies short paths, low BGETT implies 
channel-diverse and high-bandwidth paths [48].

The WCETT metric can be defined as the weighted average of the sum 
of SETT and BGETT,

 WCETT = (1 − β) × SETT + β × BGETT. (5.7)

Accordingly, the routing algorithm is to select the path whose WCETT 
is the lowest. The WCETT metric strikes a balance between channel diver-
sity and path length (or between throughput and delay) by changing the 
weighting coefficient β.

Multicast routing provides an efficient solution, supporting collabora-
tive applications such as video conferencing, distributed gaming, webcast, 
and distance learning among a group of users. Multicast is a bandwidth-
conserving technology that reduces traffic by simultaneously delivering 
a single stream of packets to a group of recipients [48]. Many multicast 
routing protocols have been proposed for single-radio WMNs. A typical 
approach to supporting multicast in such an environment is to construct 
a multicast tree and let each parent node be responsible for multicasting 
data to its child nodes. This approach works under the assumption that 
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a parent node and its child nodes share a common channel. However, 
in multichannel WMNs, this assumption may not hold. In addition, if 
the channel assignment is dynamic, extra overhead due to frequent tree 
reconstruction or retransmissions of multicast packets must be addressed. 
One possible solution is to use a common control channel or hybrid chan-
nel assignment strategy to coordinate the channels used by the parent and 
child nodes.

First insights about multicasting in WMNs [50] studied the perfor-
mance improvement achieved by using different link-quality–based rout-
ing metrics via extensive simulation and experiments on a mesh network 
test bed using modified on-demand multicast routing protocol (ODMRP) 
as a representative approach. It has been shown that in case of broadcast, 
link quality in the backward direction should not be considered because 
there are no ACKs involved. Also, metric product over links of a path bet-
ter reveals the overall quality of the path. For high-throughput ODMRP 
modification, adapted traditional unicast metrics such as ETX and ETT are 
used, as well as two derived metrics:

• Multicast ETX (METX) metric expressed as

 

METX

Perr

=

−
=

= ∏
∑ 1

11 ( )l

i l

n

l

n

,

 

(5.8)

where l denotes lth link on n-hop path and Perrl is the error rate 
of the link.

• Success probability product (SPP) metric, similar to METX, is 
defined as
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Considering link layer broadcast in multicast, SPP reflects the probabil-
ity that the destination receives the packet without error. The routing pro-
tocol selects the path with the minimum 1/SPP (maximum SPP).

Example 5.3

Figure 5.8 presents a simple, but illustrative enough example 
showing why SPP is superior to a metric such as METX that tries 
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to minimize the total number of transmissions. The labels over 
the links denote the forwarding probability (1 – Perrl) of each link.

Using Equations 5.8 and 5.9, respectively, it is possible to cal-
culate METX and SPP for two possible paths from A to D:

 METXACD = 6, SPPACD = 1/3,

 METXABD = 5, SPPABD = 1/4.

SPP can choose higher-throughput paths than METX by mini-
mizing the expected number of packet transmissions at the source.

Broadcast routing protocols are mainly related to the so-called mini-
mum latency broadcasting problem in which the goal is to minimize 
latency, defined as the maximum delay between a packet’s network-wide 
broadcast at the source and its eventual reception at all network nodes. 
Many broadcast-based applications of WMNs have strict latency require-
ments (e.g., audio conferencing, video feeds, and multiplayer gaming), 
and they can benefit from this routing approach. Efficient broadcasting in 
WMNs is especially challenging because of the desirability of exploiting 
the “wireless broadcast advantage,” interface diversity, channel diversity, 
and rate diversity offered by networks. A distributed and localized heu-
ristic framework called multiradio distributed tree (MRDT) is proposed 
by Qadir [51]. MRDT represents the first distributed solution to the mini-
mum latency broadcasting problem for multiradio multirate multichannel 
(MR2-MC) WMNs. This framework calculates a set of forwarding nodes 
and transmission rates at these forwarding nodes irrespective of the broad-
cast source. A forwarding tree is constructed, taking into consideration 
the source of the broadcast. This solution can greatly improve broadcast 
performance by exploiting the rate, interface, and channel diversity.
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FIGURE 5.8 Example of high-throughput multicast routing.
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5.6  FAIR SCHEDULING IN WMNs

Scheduling is an active challenging issue, especially in commercial WMN 
applications. Many current deployments are optimized with respect to 
throughput, delay, or some other feature that gives little regard to fairness. 
Several representative scheduling and resource allocation techniques have 
been proposed for WMN in the open literature [52–54]. It is important to 
note that fairness can occur at different points in a WMN (e.g., router, link, 
or client).

Scheduling algorithms usually give preference to flows that are least 
expensive by some criteria. These criteria may be gateway distance, 
delay, small flows, and other similar metrics. However, this approach may 
allow for starvation or reduced QoS for flows that do not meet the crite-
ria. Preference may be given to greedy flows, which on one extreme can 
be denoted as absolute or hard fairness. This side gives little priority to 
throughput and ensures that each client gets a fair share of the network 
resources. This may be achieved by using a time division mechanism or 
other similar approaches. The problem with this approach is that not all 
flows require the same amount of resources at all times, so the resources 
may remain occasionally unused, resulting in poor throughput. One 
approach that aims for a balance between the competing goals of fairness 
and throughput, denoted as max–min fairness [55], works by maximiz-
ing the minimum data rates for each flow. It results in higher throughput 
than hard fairness. However, the overall throughput is still much less than 
maximum throughput. The most interesting definition of fairness then is a 
compromise between hard fairness and maximum throughput [56].

5.6.1  CLassiFiCatioN oF sCheDuLiNg

Scheduling algorithm can be observed as a centralized or distributed 
approach [57]. Usually, for situations in which the MRs are anticipated to 
be static, it may be easier and more beneficial to use centralized schedul-
ing. On the other hand, when the MRs are mobile, it may be better to use 
a distributed approach in case the network becomes partitioned due to the 
movement of MRs.

Scheduling protocols for WMNs can be classified by degree of fairness 
into five categories [56]:

• Hard fairness (round-robin scheduling) [58] has been used in some 
of the earliest wireless networks and in simplistic network models 
because it is the least complex. It is the fairest scheme because each 
node is guaranteed exactly equal amounts of time in order. In net-
works where the nodes only require a small proportion of resources, 
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hard fairness causes problems. Because each node is given time to 
transmit at regular intervals, if the node does not have any data to 
send, the time is wasted. This leads to very low overall throughput. 
At the same time, however, the problem of node starvation does not 
exist. Resources are assigned to each node inversely proportional to 
the number of flows through the node.

• Max–min fairness [55] allocates resources in order of increas-
ing demand. The minimum amount of resources assigned to each 
node is maximized. So if there are more than enough resources 
for each node, every node is “contented.” On the other hand, the 
resources are split evenly. This means that the nodes that require 
fewer resources get a higher proportion of their needs satisfied. 
The nodes that require more resources end up dropping many 
packets, and thus the network ends up with still quite low packet 
delivery ratio (PDR). This type of scheme works best in situations 
in which there are no large differences in resources requested at 
each node. This can be a problem in a WMN because intuitively, 
the nodes closer to the MG will experience much higher traffic 
than those on the outside of the network yet may end up drop-
ping many of the packets anyway. This may be partially solved by 
increasing the resource capacity of the nodes closest to the MG.

• Proportional fairness [59] allocates resources proportional to 
some characteristic in the network. For example, one may choose 
to give priority to nodes that are close to the MGs. The amount 
of resources allocated then would be proportional to how close 
the node is to the MG. The strength of the proportionality can be 
controlled depending on the proportionality factor
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 where R is the resources allocated to the node, c is the characteris-
tic in which priority is given to (c > 0), and β is the proportionality 
factor (β > 0).

• Mixed-bias [59] scheduling allows for different levels of control 
over resources. Rather than just allowing for one bias, this scheme 
mixes two different biasing levels together. A certain proportion 
of the resources is assigned to one factor and the rest to another 
factor
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 where β1 and β2 are the proportionality factors (β1, β2 > 0) and α is 
the fraction of resources assigned to each bias (α ≥ 0). This allows 
the scheduling algorithm to provide two different biasing levels 
(mixed biasing) against a certain characteristic. Rather than just 
strongly biasing against that characteristic, which may result in 
certain nodes to be starved, the mixed biasing allows for a com-
bination of weak and strong biasing, meaning that a portion of the 
resources is reserved to provide a minimum service level, even for 
the nodes that are undesirable in terms of certain characteristics.

• Maximum throughput [60] scheduling has only one goal. As the 
name suggests, this goal is to maximize throughput. Whichever 
node requires the most resources or can transmit the fastest or 
most data gets access to the resources first. This ensures a very 
high throughput; however, there is a limitation with this approach. 
Nodes that have less priority, such as those far away from MG, 
those with fewer users, fewer flows, or less traffic demands, are 
essentially ignored. If enough time passes, all the packets waiting 
in the queues at these MRs are dropped. This should be avoided 
because of performance degradation problem.

5.6.2  Fair sCheDuLiNg with muLtipLe gateways

This perspective approach is related to the distributed requirement table 
mechanism [56], which is an enhancement of the original fair schedul-
ing framework [57]. These requirements are necessary for generating the 
scheduling procedure because this information shows how busy each link 
is. Each MR keeps track of a local requirement table. In this table, the 
demand on each link between the router and a neighbor is kept. When a 
new schedule is requested, each MG asks for the partial requirement tables 
from each associated MR. The MG then combines these tables to form one 
complete requirement table, which it uses to generate cliques and eventu-
ally the scheduling.

One main difference from the approach used by Thomas [57] is that 
multiple MGs are assumed. This means that each MG is responsible for 
scheduling all the links that will forward packets toward it. The single 
gateway assumption is significant for two reasons:

 1. The single MG causes an extreme bottleneck in the network. All 
traffic demands that flow in and out of the network must use this 
node and, hence, any scheduling procedure done in the network is 
limited by the single MG.

 2. Similarly, the single MG causes a single point of failure in the 
network without recovery.
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When multiple MGs are assumed, the bottleneck is eliminated. Not all 
of the traffic is destined to the same node in the network and is spread more 
evenly, especially with strategic MG placement. The single point of failure 
is eliminated as well. If one MG experiences an outage, the network has 
the ability to reconfigure itself to forward packets and perform scheduling 
from another MG. Once the requirement table is formed, the MG uses this 
information along with the clique information to form a scheduling plan. 
The clique information is all of the sets of links that may transmit at the 
same time without interference.

The type of fairness used in this solution is round-robin style with spa-
tial reuse. Centralized schedule generation at the MG, which makes use 
of distributed routing tables located at the MG, is applied. The require-
ment propagation algorithm that allows each MG to distribute the require-
ments and routing table for scheduling into the network is proposed [56]. 
At each MR, the path to the MG is maintained in this table, together with 
the requirements for the links on this path. For each MC requesting to use 
corresponding MR, each link along the way to the gateway in the local 
table is given a requirement. When the MG signals the start time for new 
schedule generation, it requests the local requirement information from 
all of the MRs, which are currently using it as their primary MG. It then 
combines the requirements to help determine the scheduling as shown in 
Figure 5.9.

Here, each MR has a local requirement table. This requirement table 
keeps track of the requirement for itself and for all the nodes on the path. 
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FIGURE 5.9 Distributed requirement tables combined at MG. (From J.B. Ernst. 
Scheduling Techniques in Wireless Mesh Networks. PhD Thesis. University of 
Guelph, Canada, 2009.)

 



221Wireless Mesh Networks

A requirement is added when an MC sends data to an MR. At that par-
ticular MR, the requirement is incremented for itself and for all hops to 
the gateway in its local table because all these nodes will have to relay the 
packet. A single MG is responsible for generating the scheduling for all 
the nodes that route through it. When a new scheduling must be generated, 
the MGs request the requirement from each table. Each MG then com-
bines the requirement information from each MR with the compatibility 
matrix [58]. The compatibility matrix represents the links that may trans-
mit simultaneously without interference (Figure 5.10) and is computed or 
set up manually once the network is formed.

The MG then computes the scheduling. After the scheduling is com-
puted, START packets are sent to the MRs when they are free to transmit, 
and END packets are sent to the same MRs when their transmission period 
has ended. This continues until the end of the current schedule.

Because of the positioning of the MRs and the communication ranges, 
if two MRs are not neighbors and do not share a common neighbor, they 
are not close enough to cause interference with each other, and they do 
not compete for the resources of a common neighbor. This way, both may 
communicate at the same time. The spatial time–division multiple access 
(TDMA) scheduling allows multiple links to be activated at the same time 
when they do not interfere. Hence, the network can be used more efficiently 
than it could if only one link in the entire network was active. Furthermore, 
because the algorithm uses the concept of compatibility, no two links are 
active that compete for resources, so collisions are avoided. This solution is 
different from many other TDMA solutions because it only allocates time 
for links that actually have requirements associated with them.
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Example 5.4

One of the main uses for WMNs is to provide broadband access 
with expanded service areas from traditional WLANs. Having 
only one MG in this scenario is a major bottleneck, so the existing 
solutions should be extended to be able to support any number of 
MGs to make a truly scalable WMN. The performance evaluation 
of fair scheduling with multiple MGs can be carried out through 
simulation environment and parameters defined in Table 5.3 [56]. 
The simulation focuses on packet transmission from MRs to MGs. 
MCs are generated (using a uniform random distribution) at the 
start of the simulation and are randomly distributed within the 
simulation environment. Each MC is associated with the closest 
MR, and each MR routes its packets to the closest MG.

The simulation environment acts as an omniscient observer 
in that it performs the scheduling and distributes into the MGs. 
In a real environment implementation, this would need to be 
performed either through a centralized MG or via some kind of 
distributed MG solution. The interference model assumes that 
two nodes interfere if they are within range and transmitting at 
the same time or if there is a buffer collision. When interference 
occurs, retransmission is allowed until a threshold timeout is 
reached.

The first metric used in simulation is PDR, which is computed 
as follows:

TABLE 5.3
Simulation Parameters

Parameter Value

Environment dimensions 1000 m × 1000 m
Node range 250 m
Number of MRs 10–55
Number of MCs 250
Number of MGs 1–6
Mean packet arrival 0.01 s
Mean hop delay 0.01 s
Retry threshold 0.01 s

Source: J.B. Ernst. Scheduling Techniques in 
Wireless Mesh Networks. PhD Thesis. 
University of Guelph, Canada (2009).
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where PRj is the number of packets received at the destination 
MG, PSi is the number of packets sent from source MR, m is the 
number of MGs, and n is the number of MRs. The second metric 
used in the simulation is delay. It measures the time taken by a 
packet to reach its destination. These metrics can help to gauge 
the performance of the protocol effectively. In the case of mul-
tiple MGs, the average values of these metrics are used.

The simulation results compare both fair scheduling against 
no scheduling and fair scheduling with multiple MGs against fair 
scheduling with a single MG.

Figure 5.11 shows the PDR as a function of the number of MRs 
for the case with a single MG and five MGs for both fair schedul-
ing and no scheduling. As the network size increases, the differ-
ence between the techniques becomes more pronounced. The 
cases with multiple MGs have the greatest PDR. The results show 
that a single MG with no scheduling performs very poorly, deliv-
ering only 30% of the packets successfully to the Internet.

It is interesting to note that using multiple MGs without fair 
scheduling can actually perform better than fair scheduling with 
a single MG (Figure 5.12). This is because despite the use of fair 
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FIGURE 5.11 Packet delivery ratio versus number of MRs. (From J.B. Ernst. 
Scheduling Techniques in Wireless Mesh Networks. PhD Thesis. University of 
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scheduling, the single MG remains the major bottleneck in the 
network. This demonstrates how important it is to consider the 
architecture with multiple MGs.

5.7  VIDEO STREAMING IN WMNs

Research and development of WMNs was motivated by many applications 
that clearly demonstrated a promising market, such as broadband net-
working, telemedicine, transportation systems, military communications, 
security surveillance systems, and so on. With technological advances in 
video compression and networking, multisession video transmission over 
WMNs gains increasing research interest and enables a variety of multi-
media services [61]. Video streaming is still a costly service because of 
the high-bandwidth requirements and the huge number of potential users. 
Moreover, video streaming over WMNs is a challenging issue because 
compressed video is very sensitive to transmission errors (packet loss), 
video transmission has stringent delay requirements, and video sessions 
compete with one another for limited network resources to maximize 
their QoS [62]. For overcoming these constraints, multiple disciplines, 
such as signal processing, wireless networking, and optimizations, must 
be involved.

The ultimate purpose of video compression and network transmission 
is providing the best presentation quality to the end users. E2E distortion 
is a commonly used metric for video presentation quality. The E2E dis-
tortion consists of two parts [63]: source coding and transmission distor-
tion. The source coding distortion is caused by quantization errors during 
lossy video compression and is often measured by the mean squared error 
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(MSE) between the original source and the encoder reconstruction. On the 
other hand, the transmission distortion is caused by transmission errors 
such as packet loss, and it is measured by the MSE between encoder recon-
struction and decoded material at the receiver [64]. The dominant type 
of transmission errors in video streaming over WMNs is packet loss due 
to network congestion and delay bounds violation, whereas bit errors are 
often very small especially within wired mesh environment [65]. In such 
an environment, video packets need to be transmitted over each link. At 
each link, the packets will be temporarily buffered, waiting to be sched-
uled for transmission. With multihop transmission, a packet may arrive at 
the destination after the scheduled playback time. In this case, the packet 
has violated its delay bound, is considered useless, and is thus dropped by 
the decoder.

5.7.1  mesh-BaseD peer-to-peer streamiNg systems

Mesh-based systems, also known as swarm-based or data-driven P2P 
streaming systems, are widely deployed over the Internet. These systems 
have been proposed to distribute multimedia contents at low infrastruc-
ture costs [66]. In these systems, peers must share their resources to assist 
the server in delivering the video. The key idea is the same as for a P2P 
file-sharing system; file-sharing systems target elastic data transfers, 
whereas streaming systems focus on the efficient delivery of multimedia 
content under strict bandwidth and timing requirements. P2P streaming 
systems can be built in two ways, that is, tree-based systems in which 
one or more trees are constructed to connect peers for transferring con-
tents and mesh-based systems in which peers connects to a few neighbor-
ing peers without an explicit topology before exchanging data with one 
another [67].

In mesh-based systems, a video sequence is divided into small seg-
ments that are transmitted from multiple senders to a receiver. The receiver 
coordinates the segment transmission from its senders. A receiver runs 
a scheduling algorithm to compose a transmission schedule for its send-
ers, which specifies for each sender the assigned segments and their trans-
mission times. When resources (and especially bandwidth) are enough to 
stream the videos in a P2P streaming system, almost all existing schedul-
ing algorithms perform equally well. For higher video quality streams over 
the Internet, resources are never sufficient. Thus, to fully use the limited 
resources, more intelligent scheduling algorithms are needed.

As P2P streaming systems impose time constraints on segment trans-
mission, composing segment transmission schedules is not easy. For exam-
ple, segments arriving at the receiver after their decoding deadlines are 
not useful because they cannot be rendered for improving video quality. 

 



226 Wireless Multimedia Communication Systems

Segment scheduling algorithms should strive to maximize the perceived 
video quality delivered by the on-time segments.

In P2P streaming systems, each swarm contains a subset of peers, and 
a peer may participate in multiple swarms. Data availability on peers is 
propagated by exchanging control messages, such as buffer maps that indi-
cate video segment peers that are currently in their buffers. Using these 
maps, peers pull video segments from one another. More specifically, a 
receiver simultaneously requests segments from different senders. This is 
done by forming a segment transmission schedule by which the receiver 
specifies for each sender which segments and when to transmit.

5.7.2  priNCipLe oF ViDeo streamiNg oVer wmN

The principle of video streaming over WMN is illustrated in Figure 5.13. 
The kth precompressed video with variable source bit rate Rk(t), 1 ≤ k ≤ K, 
needs to be transmitted over an L-hop path to its destination. At each link, 
the video stream competes with other video sessions.

Here, in fact Rk(t) represents the service rate of the kth session at time 
t, where

 R R t Rk k k
min max( )≤ ≤ , (5.13)

and Rk is the average source bit rate. The average available service rate 
for video stream is Cj (1 ≤ j ≤ J). In general, Cj is the capacity of link j 
available to the elastic sessions. The video session has a required delay 
bound of dk. It can be seen that the packet delay bound violation prob-
ability pk depends on input source bit rate Rk(t), the network condition Cj 
of all links over the transmission path, and the characteristics of back-
ground traffic.

C2C1

Rk(t)

Source/
encoder

WMN

Destination/
decoderCj CJ

FIGURE 5.13 Video streaming over WMN.
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As an extension of single-hop models to multihop models, a simple 
approximation is to assume that the loss process is independent on neigh-
boring links (Kleinrock independence approximation) [68]. Here, the E2E 
packet loss probability for the kth session is given by

 

p pk k j

j

H

= − −
=
∏1 1

0

( ), , (5.14)

where pk,j represents the packet loss probability incurred to delay bound 
notation at a specific hop j, given the packet was not lost in previous hops.

In an article by Shaing and van der Schaar [69], the packet loss prob-
ability at the intermediate node m denoted by pk,m is computed as follows:

 pk,m = Pr(Wk,m + E[Wk,m]) > dk, (5.15)

where E[Wk,m] is the expected queuing delay of the packets at the source 
queue. In this case, the E2E packet loss probability pk for stream k can be 
computed as follows:

 

p p pk k k m

m

= − − −





∑1 1 10( ), , . (5.16)

This is the two-parameter exponential model.
The next approach for modeling the multihop packet delay bound viola-

tion rate is related to a one-parameter exponential model, that is,

 Pr{Delay > T} ≤ e−(C′ − R)T/L′, (5.17)

where T is the delay bound for the video stream and R is the total 
transmission rate. The parameter C′ is related to the maximum video 
rate supported by the set of paths provided by the routing algorithm. 
It depends on the link capacity and the rate of background traffic over 
selected routes, whereas L′ depends on the average packet size. These 
two parameters are empirically estimated from E2E delay statistics over 
the network [70].

5.7.3  muLtimeDia-CeNtriC routiNg For muLtipLe-
DesCriptioN ViDeo CoDiNg

The multiple-description (MD) coding technique is highly suitable for 
video communication in multihop wireless networks [71]. According to 
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this coding technique, MDs are generated for a video source, each giv-
ing a low but acceptable video quality. Unlike traditional layered video 
coding, the descriptions are equally important in video decoding. At 
the destination, the video can be reconstructed from any subset of the 
received descriptions, with video quality commensurate with the number 
of received descriptions. Because of this, MD video coding represents a 
perspective framework for WMNs. Considering the routing problems, they 
can be addressed as follows [72]:

• How to characterize and model the multimedia-centric multipath 
routing problem

• The performance limits on video quality for a given mesh network
• How to design an efficient solution procedure for the formulated 

cross-layer routing problem
• How to implement the proposed routing solution in a distributed 

manner

Consider a WMN with N nodes (MR or MC) with existing connectiv-
ity between two nodes if they are within each other’s transmission range. 
This network can be modeled as a directed graph G(V, E), where V is the 
set of vertices representing N nodes and E is the set of links. Video session 
is considered for source node s to destination node t. The E2E path model 
can be derived from a concatenation of the link models along the path. 
The packet will be successfully delivered if and only if it survives the loss 
process at each link along the path. Available bandwidth can be measured 
by each node, whereas E2E path bandwidth represents the minimum of the 
available bandwidths of its constructive links. The quality of video with 
M descriptions is measured by the distortion of the received video, that is, 
the difference between a reconstructed video frame and the corresponding 
original video frame. The distortion metric D depends on the video codec 
(information loss due to quantization) and dynamics of all M paths (infor-
mation loss due to transmission errors). For the double description video 
case (i.e., M = 2), the average video distortion can be characterized by the 
following expression [73]:

 D = P00d00 + P01d01 + P10d10 + P11σ2, (5.18)

where P00 is the probability that both descriptions are received, P01 is the 
probability that description 1 is received and description 2 is lost, P10 is 
the probability that description 1 is lost and description 2 is received, and 
P11 is the probability that both descriptions are lost. Also, d00 is the distor-
tion when both descriptions are received, d01 is the distortion when only 
description 1 is received, d10 is the distortion when only description 2 is 
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received, and σ2 is the distortion when both descriptions are lost (i.e., the 
variance of the source). The conditional distortions d00, d01, and d10 can be 
approximated using the Ozarow bound [74].

This is a cross-layer optimization problem that explicitly optimizes 
application performance via network layer operations as follows: minimiz-
ing D, subject to flow constraints and link stability constraints. The choice 
of paths as well as the dynamics on each path will determine the distor-
tion value. The choice of a pair of paths can be expressed using a set of 
binary index variables for each link. When the index variable is 1, the cor-
responding link is used in a path; otherwise, it is not chosen. Once the set 
of paths are given, path performance metrics can be derived from the link 
metrics, which finally yield the distortion value D. Solving the previously 
mentioned problem will provide the values for the index variables (pair of 
paths) as well as the bit rate for each description. The multimedia-centric 
routing problem has a highly complex relation pertaining to the contribu-
tion of any link to the objective function, which depends, in general, on the 
other links that are included in the process.

5.8  CONCLUDING REMARKS

Wireless mesh networking is receiving a great deal of attention because it 
offers a promising solution to the challenges presented by the next genera-
tion network (NGN) environment. A WMN can assume different types 
of network architectures, and the type of architecture can affect wireless 
characteristics differently. Compared with mobile ad hoc networks, mesh 
networks have some appealing properties. First, the MRs can form the 
backbone of links, which are relatively more stable than those in mobile 
ad hoc networks. Second, MRs may be more powerful than classic mobile 
devices in terms of computational power and steady power supply. They 
can also be equipped with multiple interfaces for performance enhance-
ment. Therefore, sophisticated algorithms can be used, whereas computa-
tional complexity and energy consumption are secondary issues.

There has been an impressive amount of research effort concentrat-
ing on the design of WMNs in the last few years. Both the research and 
commercial vendors’ communities are attracted to the multihop paradigm 
because of its simplicity, robustness, ease of setup/maintenance, and self-
organizing  properties. Factors such as support for heterogeneity, opportunity 
for using affordable hardware, available community-driven infrastruc-
ture, and increasing open-source software development have resulted in a 
tremendous increase in the research and development of WMNs. From a 
provided survey, it seems clear that researchers recognize the importance 
of addressing theoretical issues in mesh design under realistic conditions 
of commodity hardware, protocols, and joint design.
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However, the design of WMNs presents several open issues, starting 
from routing metrics and protocols to video streaming framework. Routing 
is an important process that has attracted researchers to enhance the per-
formance of wireless networking solutions. Routing in WMN is much eas-
ier if every mesh node is in the range of at least one gateway, and thus only 
the last hop involves a human-operated device. Multihop WMN can be an 
extremely cost-effective means to provide wireless Internet access in cit-
ies. On the other hand, multihop packet loss modeling plays a critical role 
in video streaming. It enables the prediction of joint impact input video 
characteristics and network conditions on packet loss probability due to 
delay bound violation and the E2E video quality. One possible solution is 
a cross-layer design to improve routing efficiency. This is accomplished by 
better reflecting physical (PHY) layer variations onto routing metrics or by 
better using the available radio spectrum to directly improve the network 
throughput.
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6 Wireless Multimedia 
Sensor Networks

The availability of low-cost micro-electro-mechanical systems technol-
ogy enables the development of wireless multimedia sensor networks 
(WMSNs), that is, networks of resource-constrained wireless devices that 
can retrieve content such as video and audio streams as well as scalar sen-
sor data. The design of these networks depends significantly on the applica-
tions. Features such as environmental monitoring, target tracking, as well 
as the application’s design objectives, cost, and system constraints must be 
considered. In these types of applications, network nodes should ideally 
maximize the perceived quality of service and minimize energy expendi-
ture. In recent years, extensive research has opened challenging issues for 
WMSNs deployment. Among numerous challenges faced while designing 
architectures and protocols, maintaining connectivity and maximizing the 
network lifetime stand out as critical considerations. As a fundamental 
objective, maintenance is a dependable operation of a network. However, 
the resource-constrained nature of sensor nodes and ad hoc network topol-
ogy, often coupled with an unattended deployment, pose nonconventional 
challenges and motivate the need for special techniques with dependable 
design and management of wireless sensor networks (WSNs). Data gath-
ered from sensor nodes in physical proximity tend to exhibit strong cor-
relation. To minimize such redundancy and hence reduce the network load 
with a goal toward conserving energy, effective network schemes have 
been extensively proposed. To this end, routing techniques supporting data 
fusion are extremely important as they dictate where and when sensory 
data streams should interact with each other. Advances in WMSNs have 
led to many specifically designed new protocols in which a long-lived net-
work is an essential consideration.

6.1  INTRODUCTION

WSNs feature a combination of many functionalities such as sensing, com-
putation, and communication, which are potentially exercised over large 
number of battery-powered nodes, scattered densely in a geographical 
area of interest. They sense and gather data from the surrounding envi-
ronment and transmit it to logically more potent nodes, called sinks, to 
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perform more intricate processing. Sensor-based applications span a wide 
range of areas, including scientific research, military, disaster relief and 
rescue, health care, industrial, environmental, and household monitoring 
[1]. Recently, the availability of low-cost hardware components that are 
able to ubiquitously capture multimedia content from the environment has 
fostered the development of WMSNs [2], that is, networks of wirelessly 
interconnected devices that allow the retrieval of video and audio streams, 
still images, as well as scalar sensor data.

The phenomenon being monitored by a WSN is often time varying, 
so it is important to timestamp events accurately. Another motivation for 
having accurate knowledge of time is that many wireless distributed pro-
tocols require some sort of coordination, whereas clock synchronization is 
essential to achieve coordination among distributed entities [3]. Generally, 
sensor networks are cyber-physical systems, in which the time notation 
is a key issue for applications involving distributed control and tracking. 
In some applications, such as monitoring and localization, the accuracy 
of the time stamps is critical to the accuracy of the interference. Clock 
synchronization is also important to operate the network in an energy-
efficient manner by synchronizing the active and idle states or scheduling 
other events.

Because the sensor nodes are expected to operate autonomously with 
small batteries for a number of months, energy efficiency is a fundamental 
criterion in WSN protocol design. The major power-consuming component 
of a sensor node is the radio interface, which is controlled by the medium 
access control (MAC) protocol. An efficient MAC protocol increases the 
WSN lifetime to a great extent [4]. An efficient MAC protocol can reduce 
collision and increase the achievable throughput, providing flexibility for 
various applications. In the early stages, efficient data delivery was not the 
first priority. However, to support multitasking and efficient delivery of 
bursty traffic, new protocols are being developed.

Because individual nodes have limited range and form ad hoc topol-
ogy over a shared medium, the design and implementation of routing 
algorithms that are able to effectively and efficiently support informa-
tion exchange and processing is a complex task in WSN. A number of 
issues and practical limitations must be taken into account. First of all, to 
maximize the network’s lifetime, the mechanisms adopted for routing and 
information forwarding need to be energy efficient. Second, because the 
nodes usually operate in an unattended fashion, the network is expected 
to exhibit autonomic properties, that is, the implemented protocol must 
be self-organized and robust to failures and losses [5]. Last but not the 
least, the routing protocol must be able to handle large and dense networks, 
as well as the associated challenges resulting from interference and from 
the need to discover, maintain, and use potentially long multihop paths. 
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The requirements of routing protocols for WSNs are very similar to those 
of routing protocols for mobile ad hoc networks (MANETs). However, 
compared with MANETs, the restrictions on energy efficiency are more 
compelling, nodes are usually static, and the networks are assumed to be 
larger. Recently, the design of efficient routing protocols for duty cycled 
WSNs has attracted much attention [6].

To eliminate the limitations on system lifetime of the WSNs, wireless 
passive sensor networks (WPSNs) are introduced as a completely new sen-
sor networking paradigm [7]. A WPSN is nondisposable, more functional 
and cost efficient, runs as power is delivered in, and remains idle but ready 
to operate when no power is incident on the network.

Today, the focus is shifting toward research aimed at revisiting the sen-
sor networking paradigm to enable the delivery of multimedia content. The 
emergence of WMSNs has made it possible to realize multimedia delivery 
on tiny sensing devices. WMSNs enable the retrieval of multi media streams 
and store, process in real-time, correlate, and fuse multimedia content 
captured by heterogeneous sources [8]. The volume and characteristics of 
multimedia traffic are quite different from the traffic generated in WSNs. 
That has raised the need to explore communications protocols for multi-
media delivery in WMSNs. Due to the great success of WSNs in solving 
real-world problems (environmental monitoring, health monitoring, secu-
rity surveillance, industrial process automation, etc.), WMSNs are rap-
idly gaining the interest of researchers. Recently, the research in WMSNs 
gained high momentum due to the introduction of new vision, known as 
the Internet of things (IoT), which is evolving very rapidly considering the 
tremendous progress in the field of embedded systems. This has given a 
new dimension to WSNs, and its derivatives (WMSNs) to explore the pos-
sibility of getting recognition of their segregated efforts by the rest of the 
networking community. Also, the implementation of IPv6 gives an oppor-
tunity to integrate WMSNs with the Internet, enabling remote surveillance 
and monitoring. Multimedia sensors have severe resource constraints on 
bandwidth, power supply, computation, etc. Therefore, complex encoding 
techniques cannot be feasibly applied. The communication paradigm in 
WMSNs is also many-to-one, in which a sink is the ultimate destination 
of many sources, and is capable of performing complex decoding opera-
tions. Moreover, data produced by sensors exhibit highly spatial correla-
tion due to the high density of node deployment. For example, transporting 
video with the guaranteed QoS in WMSNs is of prime importance due to 
the higher rate requirements on limited and variable channel’s capacity. A 
layered approach may achieve high performance in terms of the metrics 
related to each of these individual layers. However, they are not jointly 
optimized to maximize the overall network performance. Taking into 
account the resources in WMSNs, joint optimization of the networking 
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layer, that is, cross-layer design [9], is the most promising alternative to the 
inefficient traditional layered protocol architectures. A number of cross-
layer protocols are proposed. The main focus is on providing QoS to each 
individual stream according to the current network condition.

This chapter is organized as follows. First, a survey on WMSNs includ-
ing the different types of nodes, architecture, and factors important for 
designing such networks is provided. The internal architecture of multi-
media sensor devices is also included. Different perspective solutions for 
all layers of the communication protocol stack, together with some cross-
layer approaches, are presented. Next, the convergence of mobile and 
sensor systems is analyzed and a brief overview of WMNSs applications 
is provided. Finally, research issues concerning problems related to the 
WSNs automated maintenance conclude the chapter.

6.2  WMSN ARCHITECTURE

A WMSN is a distributed system that interacts with the physical envi-
ronment by observing it through multiple media [8]. Furthermore, it can 
perform online processing of the received information and react to it by 
combining technologies from communications and networking, signal 
processing, computer vision, control, and robotics.

To enable wireless sensor applications using sensor technologies, the 
range of tasks can be broadly classified into three groups [10]:

 1. System. Each sensor node is an individual system. To support dif-
ferent application software on a sensor system, development of 
new platforms, operating systems, and storage schemes is needed

 2. Communication protocols. Enable communication between the 
sensor nodes

 3. Services. Developed to enhance the application and to improve 
system performance and network efficiency

From the application requirement and network management perspec-
tives, it is important that sensor nodes are capable of self-organizing them-
selves into a network. Subsequently, they are able to control and manage 
themselves efficiently.

Implementation of protocols at different layers can significantly affect 
energy consumption, E2E delay, and system efficiency. It is important to 
optimize communication and minimize energy usage. Traditional net-
working protocols are not suitable for WSN environments because they are 
not designed to meet these requirements. The new energy-efficient proto-
cols employ cross-layer optimization by supporting interactions across the 
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protocol layers. Protocol state information at a particular layer is shared 
across all the layers to meet specific requirements.

WMSN lifetime depends on the number of active nodes and connectiv-
ity of the network. Thus, energy must be used efficiently to maximize the 
network lifetime. Energy conservation maximizes network lifetime and 
is addressed through efficient reliable wireless communication; through 
intelligent sensor placement to achieve adequate coverage, security, and 
efficient storage management; and through data aggregation and compres-
sion. For reliable communication, services such as congestion control, 
buffer monitoring, acknowledgements, and packet-loss recovery are nec-
essary. Communication strength is dependent on the location of the sensor 
nodes. Sparse sensor placement may result in long-range transmission and 
higher energy usage whereas dense sensor placement may result in short-
range transmission and lower energy consumption. Coverage is interre-
lated to sensor placement. The total number of sensors in the network and 
their placement determine the degree of network coverage [10]. Depending 
on the application, a higher degree of coverage may be required to increase 
the accuracy of the sensed data [11].

Challenges in WMSNs include high bandwidth demand, high energy 
consumption, QoS provisioning, data processing and compression tech-
niques, as well as cross-layer design. Multimedia content requires high 
bandwidth in order to be delivered. As a result, high data rate leads to high 
energy consumption. QoS provisioning is a challenging task due to the 
variable delay and variable channel capacity. For reliable content deliv-
ery, a certain QoS level must be achieved. In network processing, filtering 
and compression can significantly improve network performance in terms 
of filtering and extracting redundant information and merging content. 
Similarly, cross-layer interaction among the layers can improve the pro-
cessing and transmission.

Most proposals for scalar WSNs are based on a flat, homogenous archi-
tecture in which every sensor has the same physical capabilities and can 
only interact with neighboring sensors. Flat topologies may not always 
be suited to handle traffic intensity generated by multimedia applications 
including audio and video. Likewise, the processing power required for 
data processing and communications, and the power required to operate 
it, may not be available on each node. With the emergence of WMSNs, 
new types of sensor nodes (multimedia sensors, multimedia processing 
hubs, and storage hubs) with different capabilities and functionalities have 
been used. This raises the need to reconfigure the network into different 
architectures in such a way that the network can be more scalable and 
more efficient depending on its specific application and QoS requirements. 
Therefore, based on the designed network topology, the available resources 
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in the network can be efficiently utilized and fairly distributed, and the 
desired operations of the multimedia content can be handled.

In general, concerning their capabilities and functionalities, various 
types of nodes exist in WMSN [8,12]:

• Video and audio sensors (VAS). These types of sensors capture 
sound and still or moving images of the sensed events. They can 
be arranged in a single-tier topology, or in a hierarchical manner.

• Scalar sensors (SS). These nodes sense scalar data and physical 
attributes like temperature, pressure, and humidity and report the 
measured values. They are typically resource-constrained devices in 
terms of energy supply, storage capacity, and processing capability.

• Multimedia processing hub (MPH). These devices have compara-
tively large computational resources and are suitable for aggregat-
ing multimedia streams from individual sensor nodes. They are 
integral in reducing both the dimensionality and the volume of 
data conveyed to the sink and storage devices.

• Storage hub (SH). Depending on the application, the multimedia 
stream may be desired in real-time or after further processing. 
SHs allow data-mining and feature extraction algorithms to iden-
tify the important characteristics of the event, even before the data 
is sent to the end user.

• Sink node (SN). This node is responsible for packaging high-level 
user queries to network-specific directives and return filtered por-
tions of the multimedia stream back to the user. Multiple sinks 
may be needed in a large or heterogeneous networks.

• Gateway (GW). This element serves as the last mile connectiv-
ity by bridging the sink to the IP networks and is also the only 
IP-addressable component of the WMSN. It maintains a geo-
graphical estimate of the area covered under its sensing frame-
work to allocate tasks to the appropriate sinks that forward sensed 
data through it.

Network architectures in WMSNs can be divided into three reference 
models [8,13]: single-tier flat architecture, single-tier clustered architec-
ture, and multitier architecture with heterogeneous sensors.

In single-tier flat architecture, the WMSN is deployed with homoge-
neous sensor nodes of the same sensing, computational and communica-
tion capabilities, and functionalities (Figure 6.1). In this model, all the 
nodes can perform any function from image capturing through multimedia 
processing to data relaying toward the SN in multihop topology. Moreover, 
multimedia processing is distributed among the nodes, which prolongs 
network lifetime.
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Single-tier clustered architecture is deployed with heterogeneous sen-
sors in which multimedia and scalar sensors within each cluster relay data 
to a MPH (cluster head). The MPH has more resources and it is able to 
perform intensive data processing. It is wirelessly connected with the SN 
or the GW either directly or through other cluster heads in multihop fash-
ion (Figure 6.2).

The third model, presented in Figure 6.3, is the multitier architecture 
with heterogeneous sensors. In this architecture, the first tier deployed 
with SSs performs simple tasks (e.g., motion detection and temperature 
monitoring), whereas the second tier of VASs can perform more compli-
cated tasks such as object detection or object recognition. At the third tier, 
more powerful and high-resolution VASs are capable of performing more 
complex tasks, such as object tracking. Each tier can have a central hub to 
perform more data processing and communicate with the higher tiers. This 
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FIGURE 6.1 Single-tier flat WMSN architecture.
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FIGURE 6.2 Single-tier clustered WMSN architecture.
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architecture can accomplish tasks with different needs with better balance 
among costs, coverage, functionality, and reliability requirements [14]. On 
the other hand, the use of just one node type in a homogeneous flat network 
is not scalable enough to enclose all complexities and dynamic range of 
applications offered over WMSNs. The main comparative characteristics 
of three reference architectures are presented in Table 6.1.

Example 6.1

A multitier, multimodal WMSN for environmental monitoring, 
using different sensing modalities and capabilities, is presented by 
Lopes et al. [15]. Multitier relates to the way the network elements 
are organized into hierarchical levels, according to their function-
alities and capabilities. By multimodal, it is meant that different 
sensing modalities are employed to achieve a common goal.

Figure 6.4 shows a schematic representation of the proposed 
architecture. The network is self-organized into three tiers of dis-
tinct sensor nodes, in which the first tier is equipped with pas-
sive infrared (PIR) sensors that are capable of detecting objects 
in the sensing field as a first task in an environmental monitoring 
or tracking application. The second tier is equipped with smart 
video sensors that can identify objects in their field of view (FoV) 

IP network

GW

SH SH

SN SSs

MPH MPH

VASsHigh
resolution

VASs

FIGURE 6.3 Multitier WMSN architecture.

TABLE 6.1
Comparative Characteristics of WMSN Architectures

Architecture Single-Tier Flat Single-Tier Clustered Multitier

Types of sensors Homogeneous Heterogeneous Heterogeneous
Processing Distributed Centralized Distributed
Storage Centralized Centralized Distributed
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by determining the object’s predominant color. The third tier is 
equipped with video sensors that are capable of computing the 
location of the identified objects and their moving path, and is 
responsible for target tracking as they move through the network 
after being identified by the second tier sensors.

During network operation, the PIR sensors in the first tier are 
always active, as they are low-power sensors, and monitoring the 
network. In case they detect any object, they alert the camera 
sensors in the second tier and wake them up to start capturing 
images for the detected objects and try to identify them. In case 
objects are successfully identified according to their predominant 
color, the camera sensors in the second tier will wake up the 
powerful visual sensors in the third tier to track them.

A comparative simulation was done with the presented archi-
tecture and the multitier and single-tier WMSN approaches [15]. 
Experimental results have shown that the proposed architecture 
is, respectively, at least 2.2 and 11 times more efficient in terms 
of energy consumption than the classic multitier and single-tier 
WMSN approaches. The architecture faced target, for the first 
time, has seen a delay of 8 s greater than the best performance, 
even requiring the activation of three sensor tiers.

�ird tier
Video sensors
(object tracking)

Second tier
Smart video sensors
(object identification)

First tier
PIRS
(object detection)

FIGURE 6.4 An example of a multitier, multimodal architecture.
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6.3  INTERNAL ARCHITECTURE OF 
A MULTIMEDIA SENSOR DEVICE

A multimedia sensor device is composed of several basic components [12]: 
a sensing unit, a central processing unit (CPU), a communication subsys-
tem, a coordination subsystem, memory, and an optional mobility/actua-
tion unit. The internal architecture of a multimedia sensor is shown in 
Figure 6.5.

Sensing unit is composed of two subunits: video, audio, and/or scalar 
sensors and analog to digital converter (ADC). The analog signals pro-
duced by the sensors based on the observed phenomenon are converted 
into digital signals by the ADC, and then fed into the CPU. The CPU exe-
cutes the system software in charge of coordinating sensing and communi-
cation tasks and is interfaced with a memory. A communication subsystem 
interfaces the device to the network and is composed of a transceiver unit 
and of communication software. The latter includes communication proto-
col stack and system software such as middleware, operating systems, and 
virtual machines. A coordination subsystem is in charge of the operation 
of different network devices by performing operations such as network 
synchronization and location management. An optional mobility/actuation 
unit can enable the movement or manipulation of objects. The entire sys-
tem is powered by a power supply unit (PSU), for example, batteries or 
solar cells.

PSU

Memory

Communication
subsystem

(protocol stack,
system software,

network interface)

Communication subsystem
(network synchronization,

location management)

CPU ADC Sensors

Mobility
actuation

unit
(servos,

motors, etc.)

FIGURE 6.5 Internal architecture of a multimedia sensor.
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6.4  PROTOCOL STACK FOR WMSN

The development of reliable and energy-efficient protocol stack is impor-
tant for supporting various WSN and particular WMSN applications. 
Depending on the application, a network may consist of hundreds and 
thousands of nodes. Each sensor node uses the protocol stack to commu-
nicate with one another and with the SN. Hence, the protocol stack must 
be energy-efficient in terms of communication and must be able to work 
efficiently across multiple sensor nodes. The research challenges at differ-
ent layers of the communication protocol stack are outlined in Table 6.2.

6.4.1  Physical layer for the WMsN

The physical layer for the WMSN is related to the hardware transmission 
technologies defining the means of transmitting raw bits, rather than logi-
cal data packets, over the wireless links. It is also responsible for frequency 
selection, modulation, and channel encoding. The physical layer technology 
must work in a compatible way with higher layers in the protocol stack to 
support their application-specific requirements and to meet the design chal-
lenges of WMSNs [14]. This can be achieved with higher efficiency if a 
cross-layer approach is used between physical and MAC layers. The physical 
layer should utilize the available bandwidth and data rate in the best pos-
sible way, and should be more power efficient. The physical interface should 
have a good performance (gain) against noise and interference and provide 
enough flexibility for both different channel and multiple path selections.

Considering the WMSN projects from the open literature, physical layer 
technologies are mainly related to the families of IEEE 802.15 and IEEE 

TABLE 6.2
Research Challenges Concerning Different Layers of the Protocol 
Stack

Layer Challenging Issues

Application High compression efficiency, low complexity encoder, error-resilient 
coding

Transport Variations and modifications of traditional protocols or application of 
specific protocols related to congestion control and reliability

Network Energy-efficient routing techniques with QoS assurances
Link QoS support through channel access policies, scheduling and buffer 

management, and error correction techniques
Physical Efficient bandwidth and energy utilization. Interference resistant and 

spectrum agile
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802.11 standards (see Chapter 1). IEEE 802.15.4 (ZigBee) is the most com-
mon radio standard used in WSNs [16], because of its simplicity and its 
low-cost and low-power characteristics. However, the ZigBee standard is 
not suitable for high data rate applications such as multimedia stream-
ing over WMSN and for guaranteeing application-specific QoS. On the 
other hand, other standards such as Bluetooth and Wi-Fi have higher data 
rates and code efficiency, but they consume more energy. Bluetooth trans-
ceivers have been used in earlier stages of WMSN test bed deployment 
[17], whereas Wi-Fi transceivers have been used in many WMSN practical 
applications and test beds projects [18].

With high coding efficiency (97.94%) and a data rate of up to 250 Mb/s, 
it was expected that ultra-wideband (UWB) would be a promising candidate 
for the physical layer standard of WMSNs. The physical layer of UWB is 
implemented by using either impulse radio (IR) of very short duration pulses 
(on the order of 10−10 s), or multiband orthogonal frequency division multi-
plexing (MB-OFDM) in which hybrid frequency hopping and OFDM are 
applied. IR-UWB has a simpler transmitter and rich resolvable multipath 
components but needs long channel acquisition times and requires high-
speed ADCs. On the other hand, MB-OFDM-UWB offers robustness to nar-
rowband interference, spectral flexibility, and efficiency but needs a slightly 
complex transmitter. Multiple access in IR-UWB can be realized by using 
direct sequence UWB (DS-UWB) or time-hopping UWB (TH-UWB). The 
low duty cycle of IR-UWB (<1%), caused by the short duration of the pulse, 
is a key advantage for low power consumption in WMSN. Also, spreading 
information over wide bandwidths decreases the power spectral density and 
in turn reduces interference with other systems and decreases the probability 
of interception.

Although UWB seems to be a promising physical layer technology and 
has many attractive features, many challenges must be solved to enable 
multihop networks of UWB devices. To further increase capacity and miti-
gate the impairment by fading and cochannel interference, multiantenna 
systems such as antenna diversity as well as smart antenna and MIMO 
systems can be combined with UWB. Further research has been carried 
out designing a cross-layer communication architecture based on UWB to 
support QoS in WMSNs as well as for guaranteeing provable latency and 
throughput bounds to multimedia flows in UWB [19].

6.4.2  liNk layer Quality of service suPPort

In case of WMSNs that deliver various types of traffic, QoS support mech-
anisms are utilized to prioritize and manage the resource sharing accord-
ing to the requirements of each traffic class. Because the link layer rules 
the sharing of the medium and all other upper-layer protocols are bound to 
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that layer, it has the ability to severely affect the overall performance of the 
WMSNs. Therefore, this layer becomes a proper choice to implement QoS 
support [20]. Research efforts to provide link layer QoS can be classified 
mainly into channel access policies, scheduling and buffer management, 
and error correction.

Based on the nature of channel access, some MAC protocols are geared 
toward providing high link-level throughput, reduce delays, or guarantee QoS 
for a given packet type. They can be divided into two main categories [12]:

• Contention-based protocols—These protocols are also known 
as CSMA/CA-based MAC protocols and they are usually used 
in multihop wireless networking due to their simplicity and their 
adequacy for implementation in a decentralized environment 
like WSN. When a device is receiving data, transmissions from 
all the devices in its transmission range are impeded. However, 
this is achieved by the use of random timers and a carrier sense 
mechanism, which in turn, results in uncontrolled delay and idle 
energy consumption. To decrease the number of these collisions 
and to considerably reduce other sources of energy wastage, the 
 wake-up/ sleep mechanisms and the control messages RTS/CTS/
ACK defined for IEEE 802.11 standards are used to design energy-
efficient MAC protocols for WSN such as sensor MAC (S-MAC) 
[21] and time-out MAC (T-MAC) [22]. These protocols are not 
suitable for multimedia applications because they are designed to 
be energy efficient at the cost of increased latency and degraded 
network throughput.

• Contention-free protocols—Clustered on-demand multichannel 
MAC (COM-MAC) [23] is a representative contention-free MAC 
protocol. It exploits the fact that current sensor nodes already sup-
port multiple channels to effectively utilize the available channel 
capacity through cooperative work from the other sensor nodes. In 
this way, a better support for high data rates demanded by multi-
media applications can be achieved. The operation of proposed 
protocol consists of three sessions: request session, scheduling ses-
sion, and data transmission session. For COM-MAC to achieve high 
energy efficiency, first, a scheduled multichannel medium access 
is used within each cluster so that cluster members can operate in 
a contention-free manner within both time and frequency domains 
to avoid collision, idle listening, and overhearing. To maximize 
the network throughput, a traffic-adaptive and QoS-aware sched-
uling algorithm is executed to dynamically allocate time slots and 
channels for sensor nodes based on the current data traffic infor-
mation and QoS requirements. Finally, to enhance transmission 
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reliability, a spectrum-aware automatic repeat-request (ARQ) is 
incorporated to better exploit the unused spectrum for a balance 
between reliability and retransmission. Performed simulation 
studies indicate that COM-MAC can achieve increased network 
throughput at the cost of a small control and energy overhead.

Scheduling and buffer management in WMSNs is an open research 
issue that has attracted the research community in recent years, but is still 
not really solved. One of the approaches related to the scheduling and buf-
fer management problem [24] is based on the fact that different network 
applications need different QoS requirements such as packet delay, packet 
loss, bandwidth, and availability. This can also be done not by increasing 
network capacity, such as in the COM-MAC approach, but by developing 
a network architecture that is able to guarantee QoS requirements for high-
priority traffic. It argues that the sensor networks should be willing to spend 
more resources in disseminating packets that carry more important infor-
mation by using a differentiated service model for WMSNs (Figure 6.6).

The proposed model can support two major different types of traffic 
classes: real-time class (expedited forwarding) and non–real-time traffic 
(assured forwarding), which is divided into three classes (high priority, 
medium priority, and low priority). Real-time traffic is buffered in a sepa-
rate queue with low buffer size, whereas non–real-time traffic is managed 
by using random early detection (RED) [25]. The delay performance of 
different traffic classes is evaluated by using priority queuing and weighted 
round-robin (WRR) scheduling mechanisms [26]. It is shown that by using 
priority queuing for real-time traffic and WRR scheduler for non–real-
time traffic classes, low delay bound and guaranteed network bandwidth 
for high-priority real-time traffic can be provided. This work, as it sim-
ply considers a scheduling system, does not provide any insight into the 
physical and MAC layers of WMSNs. The main drawback of this solution, 
however, is that it demonstrates that the proposed system can provide dif-
ferentiated services, but it does not study signaling overheads or energy 
consumption.

Incoming
traffic

Outgoing
traffic

Classifier Scheduler

Real-time

Non-real-time

High priority

Medium priority

Low priority

FIGURE 6.6 An example of scheduling and buffer management in WMSNs.
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A similar approach is proposed by Yigitel et al. [20]. Here, a QoS-aware 
and a priority-based MAC protocol for WMSNs is introduced as Diff-
MAC. It integrates different methods to meet the requirements of QoS 
provisioning to deliver heterogeneous traffic and provide a fair all-in-one 
QoS-aware MAC protocol. Diff-MAC aims to increase the utilization of 
the channel with effective service differentiation mechanisms while pro-
viding fair and fast delivery of the data. Performance evaluation results 
of Diff-MAC, obtained through extensive simulations, show significant 
improvements in terms of latency, data delivery, and energy efficiency 
compared with the nondifferentiated CSMA/CA approach.

To improve the perceptual quality of the received multimedia content, 
robust error correction and loss recovery techniques should be employed in 
WMSNs to overcome the unreliability of the wireless channel at the physi-
cal and link layers. Forward error correction (FEC) and ARQ are classic 
examples of these techniques. Applying different degrees of FEC to differ-
ent parts of the video stream, depending on their relative importance (aka 
unequal protection) allows varying overhead on the transmitted packets. 
ARQ mechanisms, on the other hand, use bandwidth efficiently at the cost 
of additional latency involved with the retransmission process. Comparisons 
made between ARQ and FEC reveal that for certain FEC block codes, lon-
ger routes decrease both the energy consumption and the end-to-end latency, 
subject to a target packet error rate compared with ARQ [27]. Thus, FEC 
codes are an important candidate for delay-sensitive traffic in WMSNs. 
In recent research [28], a comprehensive performance evaluation of ARQ, 
FEC, hybrid FEC/ARQ, and cross-layer hybrid error control schemes for 
WMSNs are performed. Performance metrics such as energy efficiency, 
frame peak signal-to-noise ratio (PSNR), frame loss rate, cumulative jitter, 
and delay-constrained PSNR are investigated. The results of analysis show 
how wireless channel errors can affect the performance of WMSNs and 
how different error control scenarios can be effective for those networks. 
The results obtained also provide the required insights for efficient design of 
error control protocols in multimedia communications over WSNs.

Example 6.2

To capture bit-level errors in WMSN, a two-state discrete-time 
Markov chain called the Gilbert–Elliott channel model [29] can 
be applied. Figure 6.7 illustrates the state diagram for this channel 
model.

This model has memory, takes into account the correlation 
between consecutive errors, and abstracts bursty error distribu-
tion with a bad state (B) that represents a heavy error rate with 
a short interval and a good state (G) representing light error rate 
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with a longer interval. Each state has an associated bit error rate 
(BER) probability, that is, PG for the good state and PB for the bad 
state, and state transition probabilities could be derived from the 
experimental channel data. The stationary probabilities of the 
light and heavy error rate states can be obtained as

 πG
BG

BG GB

=
+

P
P P

 and πB
GB

BG GB

=
+

P
P P

, (6.1)

where PBG is the probability of the channel state’s transition from 
a bad state to a good state, and PGB is the probability of transi-
tion from a good state to a bad state. According to the described 
model, every bit is erased with probability πG at the light error rate 
and erased with probability πB at the heavy error rate, indepen-
dently of other bits. Furthermore, the average bit error probability 
of the WMSN channel can be expressed as

 P = PGπG + PBπB. (6.2)

Equation 6.2 shows how the probability of average BER depends 
on the transition probabilities between the light and heavy error 
states. It is noteworthy that even though the higher-order Markov 
chains can be used for characterizing the loss process in the wire-
less channel, this model provides good accuracy with less com-
plexity and has been extensively used in the open literature to 
capture the erroneous nature of wireless channels from the bit-
error process to the packet-loss process at different layers [28].

6.4.3  eNergy-efficieNt routiNg techNiQues With Qos assuraNces

The network layer in WSNs handles the routing of sensed data from the 
sources to the SN, taking into account several design considerations such 

PGG = 1 – PGB PBB = 1 – PBG
PGB

G B

PBG

FIGURE 6.7 Gilbert–Elliott channel model.
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as energy efficiency, link quality, fault tolerance, and scalability. Although 
there are many routing protocols proposed for the traditional WSNs [6,30], 
the design of routing protocols for WMSN is still an active research issue. 
Specific characteristics and constraints due to multimedia content han-
dling make the proposed routing protocols for WSNs not directly appli-
cable for WMSNs.

According to the current research trends, routing techniques for WMSNs 
can be broadly classified into the following characteristic groups [1]:

 1. Latency-constrained routing protocols based on the type of E2E 
delay guarantee (soft or hard real-time bounded latency). Sequen-
tial assignment routing (SAR) [31] is one of the first routing pro-
tocols considering QoS and energy efficiency for WSNs, which 
includes a table-driven multipath routing and path restoration 
technique to create trees routed from the one-hop neighbor of 
the sink. The objective of this routing algorithm is to minimize 
the average weighted QoS metric throughout the lifetime of the 
network. The multipath routing scheme ensures fault tolerance, 
whereas a path restoration technique eases the recovery in case of 
node failure. The limitation of the SAR approach is that it suffers 
from the overhead of maintaining the tables and status informa-
tion for each sensor node when the number of nodes is huge.

  Energy-aware QoS (EAQoS) [32] is another previously pro-
posed routing protocol that can run efficiently along with the 
best effort traffic. It aims to discover an optimal path in terms 
of energy consumption and error rate along which the E2E delay 
requirement can be satisfied. The proposed protocol finds the 
least cost-constrained and delay-constrained path for real-time 
data. The cost of the link is defined to capture communication 
parameters, such as the residual energy in the nodes, transmission 
energy, and error rate. Moreover, it maximizes the throughput for 
non–real-time data by adjusting the service rate for both real-time 
and non–real-time data coexisting at sensor nodes. EAQoS consis-
tently performs well with respect to real-time and energy metrics, 
but the main weakness of this protocol is that it does not use any 
priority scheme to account for the different E2E delay require-
ments that multimedia traffic may have. Therefore, this protocol 
is not suitable for streaming applications. Also, the consideration 
of only propagation delay as well as average queuing delay in cal-
culating E2E delay limits the ability of this protocol to satisfy the 
QoS requirements. In addition, the bandwidth ratio is initially set 
the same for all the nodes, which do not provide adaptive band-
width sharing for different links. Moreover, the algorithm requires 
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complete knowledge of the network topology at each node to cal-
culate multiple paths, thus limiting the scalability of the approach.

  Another QoS routing protocol that provides soft real-time E2E 
guarantees is SPEED [33]. This protocol requires that each node 
maintain localized information with minimal control overhead, 
and uses nondeterministic geographic forwarding to find paths. 
The main objective is to support a spatiotemporal communica-
tion service with a given maximum delivery speed across the net-
work. SPEED performs better than classic dynamic source routing 
(DSR) and ad hoc on-demand distance vector (AODV) protocols 
in terms of E2E delays and miss ratios. Moreover, the total trans-
mission energy is lower because of minimum control packet over-
head, and a network-wide load balancing is achieved by the even 
distribution of traffic. On the other hand, energy consumption is 
not addressed directly in the protocol. In addition, SPEED does 
not adopt differentiated packet prioritization, and each forwarding 
node can only forward the packet at some speed less than or equal 
to the maximum achievable speed.

  A power-efficient routing algorithm that ensures hard delay 
guarantee for WMSNs is proposed by Ergen and Varaiya [34]. It 
adopts a single sink model and aims at maximizing network life-
time by adjusting the number of traversing packets. To achieve this 
goal, first, the delay constraint is excluded and lifetime maximi-
zation is formulated as a linear programming problem, and solu-
tion is implemented in a distributed manner that uses an iterative 
algorithm to approximate the centralized optimal one. Then, delay 
guarantee is ensured into the energy efficient routing by limiting 
the length of paths from each node to the sink. This protocol can 
guarantee E2E delay requirement and prolong network lifetime.

 2. A typical representative of multiple QoS-constrained routing pro-
tocols is multipath and multi-SPEED (MMSPEED) [35]. It supports 
probabilistic QoS guarantees by provisioning QoS in two domains, 
timeliness and reliability. These mechanisms for QoS provisioning 
are realized in a localized way without global network information 
by employing localized geographic packet-forwarding augmented 
by dynamic compensation, which compensates for local decision 
inaccuracies as a packet travels toward its destination. The main 
advantage of MMSPEED is that it guarantees E2E requirements in 
a localized way, which is desirable for scalability and adaptability 
to large-scale dynamic WMSNs. It can provide QoS differentiation 
in both domains and significantly improves the network capacity in 
terms of the number of flows that meet both reliability and timeli-
ness requirements.
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  As an improvement, a timeliness and reliability QoS-aware, 
localized, multipath, and multichannel protocol is proposed by 
Hamid et al. [36]. Here, a routing decision is made according to 
the dynamic adjustment of the required bandwidth and path length–
based proportional delay differentiation for real-time data. The pro-
posed protocol works in a distributed manner to ensure bandwidth 
and E2E delay requirements of real-time traffic. At the same time, 
the throughput of non–real-time traffic is maximized by adjusting 
the service rate of real-time and non–real-time data. A differenti-
ated priority-based classifier and scheduler that arranges packets 
according to delay and bandwidth requirement are the strengths 
of this approach. However, there are no alternative mechanisms to 
handle the delay whenever the buffer size increases and switching 
overhead affects the performance of the protocol.

  Real-time routing protocol with load distribution (RTLD) [37] 
can provide efficient power consumption and high packet deliv-
ery ratio in WMSN. The main advantage of RTLD is that it can 
deliver packets within their E2E deadlines (packet lifetime) while 
minimizing the network loss ratio and power consumption. It com-
bines the geocast forwarding with link quality, maximum velocity, 
and remaining power to achieve real-time routing in WMSN. The 
remaining power is used for mitigating the routing holes problem 
due to power expiration. The significant feature of RTLD is that 
it distributes the task of load forwarding to all forwarding candi-
dates to avoid packet dropping caused by power termination and 
to prolong the network lifetime. A real-time routing in MWSN is 
an exciting area of research because messages in the network are 
delivered according to their packet lifetime in the case of mobile 
sensor nodes. An enhanced RTLD routing protocol for mobile 
MWSN is proposed by Ahmed [38].

 3. Routing for real-time streaming in WMSNs is a challenging issue 
because video streaming data generally has a soft deadline with a 
tendency for shortest path routing approaches with the minimum 
E2E delay. Moreover, transmission requirements in terms of band-
width can be several times higher than the maximum transmis-
sion capacity of sensor nodes, and thus needing multipath routing. 
Some protocols are proposed to explicitly handle real-time stream-
ing by taking both E2E latency and bandwidth into consideration.

  As an example, directional geographical routing (DGR) [39] 
protocol divides a single video stream into multiple substreams 
and exploits multiple disjoint paths to transmit them in parallel to 
make the best of limited bandwidth and energy in WMSNs and 
to achieve reliable delivery. Simulation results show that DGR 
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exhibits low delay, substantially longer network lifetime, and a 
better received video quality. In particular, DGR improves the 
average video PSNR by up to 3 dB compared with a traditional 
geographic routing scheme. However, it tackles path failures with 
local repairs at the cost of additional overheads and transmission 
latency. In addition, DGR assumes that any node can send video 
packets to the sink at any instance, which limits the practicality of 
deploying it for high-density sensor environment.

 4. Although most of the presented routing protocols are query-initiated,  
data delivery model–based routing is an alternative approach. Real-
time and energy-aware routing (REAR) [40] is an event-driven 
protocol that uses metadata to establish multipath routing to reduce 
energy consumption. A cost function is constructed to evaluate the 
consumption of bandwidth on the transmission links, which trades 
off the relationship of energy and delay, and then QoS routing is 
chosen. The E2E delay of multihop routing not only depends on 
transmission distance but also relies on relay nodes processing and 
queuing delay. Because of the high bandwidth requirement of real-
time multimedia data, a classified queue model is introduced at each 
node to deal with both types of data. This protocol saves energy by 
activating video sensors when monitoring events occur and using 
metadata instead of real data in the routing process. However, in 
case of streaming applications, the idea of metadata is not a good 
choice as the metadata for streaming data can itself be very huge 
and result in high energy and bandwidth consumption.

 5. Recently, different adaptive classes of algorithms based on swarm 
intelligence have been considered to take intelligent routing deci-
sions in WSNs. In general, this class of routing algorithm presents 
an interesting theoretical solution, but one that is difficult to imple-
ment in a real environment because of its complexity and long 
adaptation time. A comprehensive survey and comparison of rout-
ing protocols from classic solutions to swarm intelligence–based 
protocols are provided by Zungeru et al. [41].

  Ant-based service-aware routing (ASAR) algorithm [42] 
chooses suitable paths to meet diverse QoS requirements from 
different kind of services and is mostly suited for WMSNs. ASAR 
periodically chooses three suitable paths to meet diverse QoS 
requirements from different kind of services (data query, stream 
query, and event driven) by positive feedback mechanism used in 
ant-based heuristics, thus maximizing utilization and improving 
network performance. It maintains an optimal path table and a 
pheromone path table at each cluster head. Routing selection for 
different data services is made based on delay, packet loss rate, 
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bandwidth, and energy consumption required by the type of traf-
fic. Besides the bottleneck problem of hierarchical models, new 
optimal path setup due to congestion requires extra calculation, 
which may decrease network performance by engaging extra 
energy for large networks.

  AntSensNet [43] is an ant-based routing approach for WMSNs. 
This protocol uses an efficient multipath video packet scheduling 
to achieve minimum video distortion transmission. AntSensNet 
combines hierarchical structure with an ant colony optimization 
(ACO) heuristic to satisfy QoS requirements in WMSN. Besides its 
support for power-efficient multipath packet scheduling for mini-
mum video distortion transmission, it is composed of both reactive 
and proactive components. It is reactive because routes are set up 
when needed, and proactive because, while a data session is in 
progress, paths are probed, maintained, and improved proactively 
using a set of special agents. The cluster network forms nodes into 
colonies, network route between clusters that meet the require-
ments of each application using ants, and forwarding of network 
traffic using the previously discovered route by the ants. In the 
clustering process, only the channel heads transmit information 
out of the cluster, which helps in preventing collisions between 
sensor nodes, hence promoting energy saving and latency.

 6. Hole-bypassing routing can be described through a geographic 
energy-aware multipath stream (GEAMS)–based protocol [44]. 
GEAMS is a geographic, multipath-localized routing protocol 
designed to handle multimedia streaming data by maintaining 
both QoS restriction and energy efficiency. GEAMS routes infor-
mation based on greedy perimeter stateless routing (GPSR) [45] 
while maintaining local knowledge for delivering this information 
on a multipath basis. In GPSR, the same nodes in close vicinity 
with the sinks are chosen repeatedly, which may cause early fail-
ure in most of the nodes. In contrast, using the GEAMS routing 
protocol, data streams are routed by different nodes and decisions 
are made locally at each hop. The decision policy at each node is 
based on the remaining energy at each neighbor, the number of 
hops made by the packet before it arrives at this node, the current 
distance between the node and its neighbors, as well as the history 
of the packets forwarded belonging to the same stream. GEAMS 
has two modes:

• Smart greedy forwarding, used when there is always a neigh-
bor closer to the SN than the forwarder node, and

• Walking back, used to avoid and bypass holes
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To meet the multimedia transmission constraints and to maximize the 
network lifetime, GEAMS exploits the network multipath capabilities to 
allow load balancing among nodes. GEAMS is more suitable for WMSNs 
compared with GPSR because it ensures uniform energy consumption and 
meets the delay and packet loss constraint.

Example 6.3

To carry out the optimal forwarding calculation for enhanced 
RTLD routing protocols [38], parameters such as packet velocity 
and received signal strength indicators (RSSI) such as link quality 
and remaining power for every one-hop neighbor needs to be 
determined. Then, the router management will forward a data 
packet to the one-hop neighbor that has an optimal forwarding. 
The optimal forwarding is computed according to
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Here, λ1, λ2, and λ3 stand for weighting coefficients, which can 

be empirically estimated. RSSImax is the signal strength at refer-
ence point 1 m, which is equivalent to −45 dBm. Vmbatt is the 
maximum battery voltage for sensor nodes and is equal to 3.6 V. 
D is the average one-hop delay and DE2E is E2E delay for real-time, 
which is commonly 250 ms.

The link quality is measured based on RSSI to reflect the 
diverse link qualities within the transmission range. According to 
the log-normal shadowing model [46], RSSI can be estimated as
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where Pt is the transmit power, PL(d0) is the path loss for a refer-
ence distance d0, d is the transmitter–receiver distance, β is the 
path loss exponent (rate at which signal decays) depending on the 
specific propagation environment. Xσ is a zero-mean Gaussian 
distributed random variable with standard deviation σ.

The battery voltage can be computed as
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where PPT is energy usage for packet transmission and PPR is 
energy usage for packet reception.

The average delay D, to a one-hop neighbor from the source, 
can be calculated as half of the round-trip time (RTT). It is inter-
esting to note that the average delay calculation does not require 
time synchronization because transmission time is inserted in the 
header of request to the route packet.

6.4.4  sPecificity of traNsPort layer iN WMsNs

Classic transport layer functionalities, such as providing E2E congestion 
control and guaranteeing reliability, become especially important in real-
time delay-bounded applications such as multimedia streaming. Traditional 
transport protocols (e.g., TCP and UDP) cannot be directly implemented 
over WSN [47] because WSN in general, and WMSN in particular, have 
distinctive features that make them different from typical packet-switched 
networks, and they have a very wide range of applications with special 
requirements.

Some of the WMSN’s features that affect the development of transport 
layer protocols are [14]

• Network topology. The WMSN environment is dynamic due to 
wireless link conditions and node status and, generally, it takes 
the shape of multihop many-to-one topology that is either flat or 
hierarchal. These variations in network topology should be taken 
into account in designing a transport protocol for WMSN.

• Traffic characteristics. Most of the traffic in WMSN is gener-
ated from the source nodes toward the sink and, depending on 
the application, this traffic can be continuous, event-driven, query-
driven, or hybrid. Also in many cases, the source node can send 
its multimedia traffic using multipath route to the sink and this 
feature can be exploited to design a suitable transport protocol for 
ensuring the quality of multimedia streaming.

• Resource constraints. The sensor nodes have limited resources 
in terms of power supply, bandwidth, and memory, which require 
less expensive and more energy efficient solutions for congestion 
control and reliability.

• Application-specific QoS. WMSN has diverse applications from 
surveillance and target tracking to environmental and industrial 
applications. These applications may focus on different sensory 
data (scalar, snapshot, streaming) and, therefore, they need differ-
ent QoS requirements in terms of reliability level, real-time deliv-
ery, certain data rate, fairness, etc.
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• Data redundancy. Generally speaking, collected sensory data has 
relatively high redundancy and hence many WMSN applications 
use multimedia processing such as feature extraction, compres-
sion, data fusion, and aggregation to decrease the amount of data 
while keeping the important information. Therefore, reliability 
against packet loss becomes a challenging issue in WMSN espe-
cially if these packets contain important original data.

Obviously, no single transport layer solution exists that addresses the 
diverse concerns of WMSNs. As an example, defining reliability metrics, 
based on the packet content, and coupling application layer coding tech-
niques to reduce congestion may be promising directions in this area [12]. 
Transport protocols for WSNs should have components that include con-
gestion control and loss recovery because these have a direct effect on 
energy efficiency, reliability, and application QoS [47]. There are generally 
two approaches to performing this task.

The first would be to design separate protocols (algorithms), respec-
tively, for congestion control and reliability. Most existing protocols use 
this approach and address congestion control or reliable transport sepa-
rately. With this separate and usually modular design, applications that 
need reliability can invoke only a loss recovery algorithm, or invoke a con-
gestion control algorithm if they need to control congestion. In the second 
approach, design considerations should be taken into account to achieve 
a full-fledged transport protocol that provides congestion and loss control 
in an integrated way. The first approach divides a problem into several 
subproblems and is more flexible to deal with. The second approach may 
optimize congestion control and reliability because loss recovery and con-
gestion control in WMSNs are often correlated. Typical representatives of 
existing transport layer protocols for WMSNs are emphasized in Table 6.3.

6.4.5  source codiNg techNiQues for WMsNs

Multimedia processing techniques aim to reduce the amount of traffic trans-
ferred over the network by extracting useful information from the captured 
images and videos while at the same time maintaining the application-
specific QoS requirements. Source coding, as one of the functionalities 
handled at the application layer, in the WMSN environment encompasses 
traditional communication problems as well as more general challenges. 
A real-time streaming application is more demanding than data-sensing 
applications in WSNs primarily due to its extensive requirements for 
multimedia encoding. The limitations of the sensor nodes requires video 
coding/compression that has low complexity, produces a low output band-
width, tolerates loss, and consumes as little power as possible [51].
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TABLE 6.3
Representative Transport Layer Solutions for WMSNs

Mechanism
Representative 

Algorithm Main Characteristics

Congestion 
control

LRCC [48] • Load repartition–based congestion control
• Uses queue length as congestion detection 

indicator along with collision rate
• Explicit congestion notification
• Traffic redirection to the available paths

QCCP-PS [49] • Queue-based congestion control protocol with 
priority support

• Hop-by-hop approach
• Consists of congestion detection unit, 

congestion notification unit, and rate adjustment 
unit

• Sending rate of each traffic source depends on 
congestion degree and priority

DSCC [50] • Differentiated services–based congestion control
• Considers different types of applications and 

categorizes traffic into six different classes
• Congested node optimally calculates the 

reduced share of the bandwidth for all one 
hop–away upstream nodes for which it is acting 
as a relaying node

• Informs the upstream nodes about the modified 
data rate that they should use to alleviate the 
congestion

Reliability M-DTSN [51] • Multimedia distributed transport protocol for 
sensor networks

• Improves flexibility by managing the trade-off 
between media quality and timely delivery for 
real-time data

Integrated 
(congestion 
control and 
reliability)

RSTP [52] • Reliable synchronous transport protocol
• Based on TCP
• Reduces the large transmission delay of 

transferring multiple images between the source 
nodes and the sink due to transmission errors 
and limited bandwidth

• Provides ordered delivery
• Prioritizes different parts of the stream and 

schedule the transmission based on the 
information importance

 



256 Wireless Multimedia Communication Systems

In the traditional broadcasting paradigm, a video sequence is com-
pressed once with a complex encoder and decoded several times with sim-
pler decoders. Standard encoders used in widely spread MPEG and H.264 
AVC rely on demanding processing algorithms [52–54] and may not be 
supported by sensor networks, which are characterized by nodes with low 
processing power and limited energy budgets. Hence, the aforementioned 
paradigm may be unfeasible for WMSNs and encoding techniques that 
move the processing burden to the decoder at the sink, such as distributed 
video coding (DVC) [55], seem to be promising.

DVC, used for low-complexity encoding by shifting the complexity to 
the sink side, incorporates concepts from source coding with decoder side 
information for creating an intracoded frame along with a side information 
frame. In this technique, multimedia content can be partitioned into mul-
tiple streams consisting of both intracoded and decoder side information 
frames by using simple and low-power encoder whereas the decoder at the 
destination side can be complex, exploiting the availability of resources 
such as energy and processing power capability.

Initial theoretical performance bounds for distributed source coding 
were established using an encoder–decoder from Slepian and Wolf [56]. 
It was proven that for lossless compression, separate encoding of informa-
tion with combined decoding is as efficient as joint encoding. This result 
could not be practically implemented until determination of the relation-
ship between distributed source coding and channel coding. Wyner and 
Ziv [57] suggested the application of linear channel codes for distributed 
source coding using the Slepian–Wolf approach.

Some of the applications of DVC in a WMSN have been previously 
proposed by Yaacoub et al. [58], Xue et al. [59], and Ahmad et al. [60]. In 
general, through practical implementation of DVC in WMSN, it can be con-
cluded that there is a tradeoff between computation and transmission power 
consumption depending on the encoding schemes used [61]. Although a 
computationally intensive scheme such as discrete cosine transform (DCT) 
consumes more computational power, it achieves significant compression 
and hence, less transmission power is needed. On the other hand, a less 
computationally intensive scheme, such as a pixel-based codec, needs less 
computational power but more transmission power. Therefore, the choice 
of either scheme (DCT or pixel based) to implement the DVC in WMSNs 
depends on the tolerable distortion and power consumption.

6.5  CONVERGENCE OF MOBILE AND 
WIRELESS SENSOR SYSTEMS

Although the integration of mobile and wireless sensor systems is not 
an entirely new concept, forthcoming researches are dedicated to their 
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convergence. Mobile networks and WMSN are evolving from heteroge-
neous to converged networks, to support emerging machine-to-machine 
(M2M) communication systems. M2M communications are highly related 
to the particular market scenarios having various optimization targets and 
can be realized separately within various environments. However, the ter-
minals in M2M communications generally have less mobility.

The convergence of mobile systems and WMSNs can benefit both types 
of networks. Mobile networks can enable higher layer control and optimi-
zation to prolong WMSN lifetime, improve overall system performance, 
and provide QoS for sensor-oriented services. On the other hand, WMSN 
can enable the cognitive and intelligent aspects of the mobile systems. 
Furthermore, it is envisaged that the converged network architecture of 
mobile network and WSNs can enable better wireless services and more 
data-centric applications [62].

Currently, integration of mobile networks and WMSNs is realized 
through layered architecture. A group of sensor nodes construct the data 
detecting, whereas the GWs and BSs comprise the system control plane. 
WMSN is controlled indirectly by the BS through the dual-mode GW. The 
GW can just provide access for sensor nodes, and forward the detected 
data to the backhaul network. Communications between mobile and sen-
sor networks use a GW data channel, which, however, decreases the sys-
tem efficiency.

In the new network convergence approach proposed by Zhang et al. [63], 
the layered architecture is evolving into a flat architecture (Figure 6.8) to 
decrease the hierarchical signaling exchange between the two networks. In 
the converged architecture, the sensor nodes may have the ability to hear 
the downlink signaling from the BS. As a result, the mobile network can 
directly control and manage WMSN in a more efficient way. For example, 
the BS can help the sensor nodes to choose the optimal transmission path 
to route the traffic. Considering the uplink communications, due to the 
limited transmission range of sensor nodes, the data is still routed by the 
GW. Additional complexity is introduced into the sensor nodes to equip 
the downlink receiver, but the complexity will not be large because the 
device capabilities are much higher nowadays.

In the converged architecture, the effect on mobile networks and the com-
plexity added to the sensor nodes should be evaluated to achieve an accept-
able trade-off between the cost and performance gain. The authorization 
of the sensor nodes at the mobile cellular network needs to be considered. 
The information related to authorization can be relayed by the SN, which is 
already authorized in the mobile system. Moreover, new time coordination 
schemes need to be designed for the converged architecture because the 
multiaccess scheme in WMSN is contention based, whereas it is sched-
uling based in mobile systems. Hence, a jointly optimized coordination 
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scheme should be designed to allow the sensor nodes to achieve a good 
trade-off between energy consumption and the system performance.

6.5.1  radio access techNologies coNvergeNce

Currently, narrowband technologies or spread spectrum techniques are 
the main solutions for the radio interfaces of WSN (e.g., Bluetooth and 
ZigBee), whereas mobile systems use different radio access technologies 
(e.g., LTE and Mobile WiMAX). However, the design of a converged radio 
interface is the key challenge. To gain mutual benefits from the two types 
of networks, the following issues must be considered [63]:

• In mobile communications, OFDM and OFDMA techniques 
become the main solution for the radio interface. As higher data 
rate applications will be applied to WMSN in the future, the 
OFDM approach comes to an alternative for wireless sensor envi-
ronments, and thus, the full convergence of the radio interface 
becomes possible. For example, noncontinuous OFDM [64] is one 
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FIGURE 6.8 Layered and flat architecture for mobile system and WMSNs 
integration.
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of the spectrum-pooling techniques for radio resource sharing 
between systems with different bandwidths. Each WMSN cluster 
shares a subset of OFDM subcarriers/carriers of the mobile sys-
tem. Within the subset of subcarriers/carriers, the multiple access 
of sensor nodes is implemented.

• Because the coverage and channel conditions are quite different, 
the cyclic prefix of the two systems should be jointly designed. 
Besides, the two networks have different signal processing capabil-
ities, and the bandwidth allocated for the two networks is different.

• If the two networks are working on different frequencies, some 
adaptive filters should be designed to aggregate a different number 
of subcarriers. Otherwise, if the two networks share the same fre-
quency bandwidth, the converged radio frame needs to be designed 
to mitigate the multiaccess interference between the links from MT 
to sensor nodes and the links from MT to the BS.

6.5.2  Protocol coNvergeNce

In the converged scenario, the collected data from the sensor nodes can 
be routed to the BS by the GW. In a heterogeneous approach, the data 
channel between the two protocol stacks is usually implemented in the 
GW. In this case, data channels between the two independent stacks are 
implemented to exchange information. Because the network architecture 
and radio interface are highly converged for WMSN and mobile systems, 
the protocol and control signaling should also be tightly converged. In such 
a converged system, MAC and network layer protocols in the two stacks 
should be jointly optimized either to achieve some performance gains for 
WMSN or to extend the applications of mobile systems. However, the two 
protocol stacks are not independent while data and algorithms are shared 
between them.

In the converged networks, the downlink and uplink control signaling 
should be designed, and some cross-layer MAC solutions need to be imple-
mented at the GW. The new signaling may affect the current WMSN and 
cellular standards. For the downlink, entry/exit of WMSN nodes and GWs 
can be managed by the BS, whereas for the uplink, the signaling from the 
WMSN nodes (e.g., on-demand periodic triggered requests for transmit-
ting data) are also coordinated by the BS. Furthermore, in the PHY/MAC 
layer, the GW needs to convey sufficient/efficient control information to 
and from the BS for convergence optimization. The GW needs to request 
the resources from the BS for uplink and downlink transmission, and for-
ward some system information to the sensor nodes. In the MAC layer, a 
two-level resource allocation scheme should be considered for the con-
verged networks, especially for scenarios in which there are a large number 
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of sensor nodes with heavy traffic. For example, the GW can map the data 
and resource requests of sensor nodes to the mobile system, and report to 
the BS. After that, the BS allocates a different WMSN channel group to 
each GW for intracommunications according to the requested information 
from different GWs. In the network layer, when a mobile GW enters the 
coverage area of WMSN, it may cause GW reselection or even reclustering 
of the sensor nodes. How to achieve a balanced trade-off among complex-
ity, performance gain, and energy consumption via robust reselection and 
reclustering algorithms is an essential and challenging issue.

6.6  WMSN APPLICATIONS

WMSNs applications are rapidly gaining interest due to the great success 
of WSNs in solving real-world problems related to human interaction with 
the physical environment. They will not only enhance existing sensor net-
work applications such as public safety, health care, building and industrial 
process automation, and others, but they will also enable some completely 
new applications. In addition to the ability to retrieve multimedia data, 
WMSNs will also be able to store, process in real-time, correlate, and fuse 
multimedia data originating from heterogeneous sources. Recently, the 
research in WMSNs gained high momentum due to the introduction of the 
IoT vision, which is evolving very rapidly considering the tremendous prog-
ress in the field of embedded systems (see Chapter 9). Significant results in 
this area over the last few years have ushered in a surge of civil and mili-
tary applications [8]. Various fields of WMSNs applications together with 
some characteristic examples are presented in Figure 6.9.

As for many other communications systems, the development of WSNs 
was motivated by military applications. WMSNs can be used by military 
forces for a number of purposes such as monitoring or tracking the ene-
mies and force protection. In military target tracking and surveillance, 
a WMSN can assist in intrusion detection and identification. Specific 
examples include spatially correlated and coordinated troop’s movements. 
Unlike in commercial applications, a tactical military sensor network has 
different priority requirements for military usage [65]. Especially in the 
remote large-scale network, topology, self-configuration, network connec-
tivity, maintenance, and energy consumption are the challenges.

Multimedia sensors can be used in public safety to enhance and com-
plement existing surveillance systems against crime and terrorist attacks. 
Large-scale WMSNs can extend the ability of law enforcement agen-
cies to monitor public areas and events, private properties, and borders. 
Multimedia sensor nodes could detect and record potentially relevant 
activities (thefts, car accidents, traffic violations) and make video/audio 
streams or reports available for future query. Multimedia content, along 
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with advanced signal processing techniques, can be used to locate missing 
persons or to identify criminals or terrorists.

Conventional infrastructures have involved static sensors for surveil-
lance in urban city areas, which are limited in spatial coverage. Recently, a 
new infrastructure for mobile surveillance was proposed, named vehicular 
sensor networks [66], which is a network of mobile sensors equipped on 
public transportation vehicles. This system facilitates the collection of sur-
veillance data over a wider area than fixed infrastructure. At the same time, 
unlike traditional sensor nodes, vehicular sensors are typically not affected 
by strict energy constraints and the vehicles themselves can be equipped 
with powerful processing units and wireless transmitters. Vehicular multi-
media sensors can continuously capture multimedia content from streets 
and maintain sensory data in their local storage. It may assist in the scene 
reconstruction of crimes, and more generally, the forensic investigations 
of monitored events, such as traffic accidents, terrorist attacks, and others.

As the transport and traffic networks are growing day-by-day, the ques-
tion of how to obtain information about traffic conditions is becoming 
more and more challenging. In such an area, intelligent transportation sys-
tems has emerged as a key candidate that has benefited from the unique 
features and capabilities of WMSNs. Sensor nodes can be implemented 
in parallel with traffic infrastructure to provide monitoring function, or 
embedded in vehicles in which their main function is to avoid accidents 
and to assist drivers. Multimedia sensors are in a position to monitor vehi-
cle traffic in big cities or highways and deploy services that offer traffic 
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routing advice to avoid congestion. Also, multimedia sensors may moni-
tor the traffic flows and retrieve aggregate information such as average 
speed and number of vehicles. Furthermore, smart parking systems based 
on WMSNs [67] allow the monitoring of available parking spaces and pro-
vide drivers with automated parking advice, thus improving mobility in 
densely populated areas.

Many industrial and environmental monitoring projects that use 
acoustic and video sensing, in which information has to be conveyed in 
a time-critical fashion, are being envisaged. Multimedia content such as 
imaging, temperature, or pressure, among others, may be used for time-
critical industrial process controls. For example, in production process 
quality controls, the final industrial products are automatically inspected 
to find defects. In addition, machine vision systems can detect the posi-
tion and orientation of parts of the product to be assembled by robotic 
systems. The integration of machine vision systems with WMSNs can 
simplify and add flexibility to systems for visual inspections and auto-
mated actions that require high speed, high magnification, and con-
tinuous operation. On the other hand, arrays of multimedia sensors are 
already used by biologists to determine the structure, functions, and evo-
lution of ecosystems.

Virtual reality games and sports events are relatively new fields of 
WMSN applications. Virtual reality games that assimilate touch and sight 
inputs of the user as part of the player response need to return multimedia 
data under strict time constraints. Also, WMSN application in gaming sys-
tems are closely associated with sensor placement and the ease in which 
they can be carried on the person of the player. Recently, video sensor 
systems have started being used widely as support for judicial decision 
making.

Health care applications impose strict requirements on E2E system reli-
ability and data delivery. WSNs in these applications are used to deter-
mine the patients’ activities of daily living and provide data for studies 
[68]. To enable small device size with reasonable battery lifetimes, sensor 
nodes use low-power components. Another application domain for sensor 
networking in health care is high-resolution monitoring of moments and 
activity levels as a means to identify the causes of illness. Multimedia 
sensors can infer emergency situations and immediately connect patients 
with remote assistance services. Telemedicine sensor networks are inte-
grated into mobile multimedia systems to provide ubiquitous health care 
services. Patients can carry medical sensors to monitor parameters such as 
body temperature, blood pressure, pulse oximetry, electrocardiogram, and 
breathing activity. Furthermore, remote medical centers perform advanced 
remote monitoring of their patients through video and audio sensors, loca-
tion sensors, and motion or activity sensors.
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6.7  WSN AUTOMATED MAINTENANCE

Although robotic wireless sensor networking is a well-proven concept [69], 
attempts at WMSN maintenance using mobile robots are recognized as 
new and challenging issues [70]. Robots are able to make complex deci-
sions and take appropriate actions on themselves (controlled movement), 
sensor nodes (battery recharge and reposition), and environment (fire 
extinguishing). They can communicate directly or via multihop sensor 
paths. Robots can deploy and relocate sensors to improve network cover-
age, build routes and fix network partitions to ensure data communica-
tion, and change network topology to shape routing patterns and balance 
energy consumption. Wireless sensor and robotic networks represent the 
confluence of WSNs and multirobotic systems, and there is no limit to the 
benefits stemming from this mutual collaboration.

6.7.1  task allocatioN aNd task fulfillMeNt ProbleMs

The main challenges posed by mobile robots in WSNs are robot task allo-
cation and robot task fulfillment [70]. A task is an action required upon 
the occurrence of an event originating in the sensor field (e.g., target detec-
tion or sensor failure), whereas its allocation represents the coordinated 
response of the robot team to such an event. Usually, sensor nodes transmit 
relevant event information such as location, intensity, and others, to one or 
more robots via multihop routes.

To optimize the overall system performance, task allocation (assign-
ment) can be considered as a function of the individual utility of each 
robot. The utility measure is strictly task-dependent and robot-dependent, 
and takes into account the profit gained after task completion as well as the 
cost of carrying out the task. From the decision-making point of view, task 
allocation approaches are either centralized or distributed. In a centralized 
approach, decisions on robot task allocations are made by a single entity 
(e.g., coordinator robot or SN) once all the relevant information has been 
collected. Data flows from every robot to the coordinator, which runs a 
centralized algorithm and notifies each robot on its set of assigned tasks. 
On the other hand, a distributed approach brings a much higher degree of 
autonomy because multiple entities are involved in deciding on an appro-
priate response. Centralized implementations are generally more accurate 
than decentralized schemes, but they generate nonnegligible communica-
tion overhead, and have poor fault tolerance and scalability properties.

From the cooperation aspects, task allocation can be modeled as mini-
mal or intentional. In the minimal model, a robot derives its individual 
action from the set of other agents learned through explicit interaction, but 
there is no negotiation among individuals for task assignments. Intentional 
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cooperation exploits communication more heavily, as corporate actions are 
“negotiated” via interrobot message exchanging. This model of coopera-
tion is achieving more attention in robotics research, probably due to its 
more intuitive formulation. Furthermore, it can be considered as an auction 
model in the field of game theory.

After being assigned a task, a robot needs to geographically relocate 
itself to fulfill the task. If the task is very specific or tied with a unique 
location, for example, repairing a particular sensor node, the robot will 
just need to move directly toward that location. If the task is otherwise 
described in a general form for a large geographic region, for example, 
fixing faulty sensors in the region, then the robot has to carefully plan its 
trajectory to guarantee service delivery as well as to satisfy task-specific 
requirements, mostly concerning service delivery latency.

6.7.2  toPology coNtrol aNd seNsor localizatioN

Robots can transport the sensors, while moving over the region of service, 
and place them at proper positions to establish a network with a desired 
topology in terms of coverage or connectivity. In the case of confined 
regions, the sensor deployment problem deduces to a graph traversal prob-
lem, in which a virtual geographic graph is precomputed according to the 
topology requirement. The goal is to find an efficient traversal algorithm 
that minimizes the total moving distance and thus the deployment latency. 
As robots possibly start at different locations, their deployed sensors may 
not finally interconnect unless they carry sufficient sensors to cover the 
entire region.

Example 6.4

As an example of topology control, the focused coverage prob-
lem is addressed by Falcon et al. [71]. Here, sensors are required 
to surround a coverage focus, called the point of interest (PoI), 
and maximize the coverage radius, that is, the minimal distance 
from the PoI to the uncovered areas. A localized carrier-based 
coverage augmentation (CBCA) protocol was proposed to incre-
mentally construct a biconnected network with optimal focused 
coverage. Biconnectivity implies that there are at least two dis-
jointed paths between every pair of nodes. The protocol relies on 
a triangle tessellation graph that is locally computable provided 
the PoI coordinates are given and nodes agree on a common 
orientation.

In CBCA, robots enter the region of service from fixed loca-
tions (base points), and advance straight to the PoI. As soon as 
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they get in touch with previously deployed sensors, they search 
by multihop communication along the network border for the 
optimal sensor placement points with respect to focused coverage 
optimization. Border nodes store the locations of failed sensors 
inside the network as well as adjacent available deployment spots 
outside the network, and recommend them to robots during the 
search stage. This process is repeated until robots run out of sen-
sors. Robots then return to base points for sensor reloading and 
re-enter the environment afterward to augment existing focused 
coverage, as shown in Figure 6.10. Because robots move at dif-
ferent speeds, they can exchange their targets when in contact so 
as to minimize coverage augmentation delay. Various techniques 
were developed to prevent sensor deployment point contention 
(sensors recommending the same target to multiple robots) and 
resolve robot collision (multiple robots serving the same node).

In addition, robots may also be used for improving the topology of an 
existing WSN. Due to random deployment, some sensors are very likely to 
appear structurally redundant from a local perspective, although there are 
topologically vulnerable points (in terms of coverage or communication) 
in other parts of the network. The mobile robots can employ the redundant 
sensors for topology control subject to the limitation of cargo capacity on 
individual robots. The problem is then to find the optimal route for robotic 
sensor pickup and delivery such that total travel distance (for energy effi-
ciency) or maximum per robot travel distance (for delay efficiency) is mini-
mized. This problem can be modeled as a variant of the vehicle routing 
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problem. Efficient population-based metaheuristics like ACO algorithms 
can be applied due to their concurrent exploration of the search space. The 
preferred approach is the one that returns the highest-quality solutions and 
remains robust as the network size grows.

Localization is a problem dealing with how a sensor determines its spa-
tial coordinates (position). A simple, but not cost-effective, approach is to 
equip each sensor with a GPS receiver that provides an accurate-enough 
location estimation. On the other hand, non–GPS-based localization often 
requires certain location-aware devices (localization beacons), which peri-
odically emit beacon signals containing their spatial coordinates. The 
number of beacons and their distribution have a direct effect on localiza-
tion performance. A large number of uniformly distributed beacons will 
lead to better performance than a few crowdedly or linearly deployed ones. 
Localized sensors may become new beacons and help other sensors to 
self-localize. This iterative method reduces the initial number of beacons 
required but brings about aggregated localization error. In this case, mobile 
robots are introduced as an economical alternative in delay-tolerant sce-
narios. Robots are aware of their own location while transmitting beacon 
signals conveying their up-to-date coordinates. On an individual sensor, a 
localization procedure is engaged during the robot visit. The advantages 
of this approach lie in reduced deployment cost and communication over-
head because a few beacons are required and only local communication is 
involved. It should be noted that sensors can be localized when the robots 
are within their communication range and after they receive sufficient 
beacon signals from the robots. These advantages come at the expense of 
increased localization delay. Robot trajectory has to be properly envisioned 
as optimal in length yet ensuring a quick, full, and accurate localization to 
every sensor.

6.8  CONCLUDING REMARKS

In recent years, WMSNs have received much attention from the network-
ing research community as well as from other disciplinary fields. There 
exists a need for a great deal of research efforts on developing efficient pro-
tocols, algorithms, topology, and services to realize WMSN applications.

In the design of WMSN, the platform must deal with challenges in energy 
efficiency, cost, and application requirements. Application requirements 
vary in terms of computation, storage, and user interface. Consequently, 
there is no a single platform that can be applied in a real environment.

Considering the link layers, a cross-layer approach is essential for effi-
cient MAC designs in WMSNs, together with queue management and 
traffic classification/prioritization, as long as high QoS level is required 
for multimedia traffic. QoS is clearly a needed feature in many WMSN 
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applications, especially if there is some sort of real-time streaming. 
Nevertheless, many proposed scenarios, in which the use of different mes-
sage priorities, are going to give more or less the same performance with 
less complexity. While analyzing routing approaches from the open litera-
ture, it is possible to conclude that multipath routing represents optimistic 
and perspective solutions because WMSNs need to exploit the resources 
to its limits and sometimes in short bursts. Although most of the proposed 
application-specific transport protocols do not take into consideration the 
multimedia requirements, designing an algorithm with appropriate perfor-
mance metrics for both reliability and congestion control, and based on the 
application layer source coding techniques, will be a promising direction 
in this research area.

Because WSNs in general and WMSNs in particular are considered 
as resource-constrained environments, the correlation characteristics and 
functionality interdependencies among the layers cannot be neglected and 
should be exploited for better performance and efficient communication. 
Consequently, cross-layer design stands as the most promising alternative 
to inefficient traditional layered protocol architectures. Recent works in 
WMSNs show that cross-layer integration and design techniques result 
in significant improvement in terms of QoS, energy conservation, and 
exchanging information between different layers of the protocol stack.

WMSNs and mobile systems are evolving from heterogeneous to con-
verged architectures in order to meet the increasing requirement for M2M 
communications. Although there are many technical challenges in the con-
vergence process, such as new network architecture, radio interface, and 
protocols, the convergence will bring about notable advantages.

Wireless multimedia sensor and robot networks have emerged as a para-
digmatic class of cyber-physical systems with cooperating objects. Because 
of the robots’ potential to unleash a wider set of networking means and 
thus augment network performance, automated maintenance of WSNs by 
mobile robots has become a rapidly growing research area.
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7 Security in Wireless 
Multimedia 
Communications

Security is a crucial part of wireless multimedia systems. Generally, rec-
ognizing the significance of security in wireless networks for current and 
future users is very important. The increasing use in application areas 
requires the provision of several properties at the network or application 
layer, which are typically considered security properties: privacy of com-
munications, nonrepudiation of communication members’ actions, authen-
tication of parties in an application, and high availability of links and 
services among several others. Security technologies enable the provision 
of several of these properties at the required level. The increasing demand 
of users for various wireless multimedia communication services has led 
to the development and to the coexistence of different and often incompat-
ible technologies with unique applications and characteristics. To integrate 
several wireless networks into a single architecture, there are a number of 
challenges that must be addressed. One of the most important challenges is 
secure interoperability. Cognitive radio networks (CRNs) are more flexible 
and exposed to wireless networks compared with other traditional radio 
networks. Hence, there are many security threats to cognitive communi-
cations, more so than other traditional radio environments. The unique 
characteristics of CRNs make security a more challenging task. A typical 
public key infrastructure scheme, which achieves secure routing and other 
purposes in typical ad hoc networks, is not enough to guarantee secu-
rity under limited communication and computational resources. However, 
there has been increasing research attention on security threats caused spe-
cifically by cognitive radio characteristics. Wireless mesh network (WMN) 
operates as an access network to other communications technologies and, 
because of that, it is exposed to numerous security challenges not only in 
the specific transmission operations but also in the overall security against 
foreign attacks. Also, security is critical for many wireless sensor networks 
applications due to the limited capabilities of sensor nodes.
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7.1  INTRODUCTION

Wireless networking is transitioning from conventional infrastructure-based 
last-hop wireless networks to more dynamic, self-organizing peer-to-peer 
(P2P) networks. This transition has significant implications for both secu-
rity and privacy. In traditional multimedia wireless systems, the high cost 
of setting up the infrastructure limits the network operators to sufficiently 
large entities that presumably care about their brand and overall reputation. 
Thus, they are expected to be trusted by the end users. Accordingly, secu-
rity in these networks is centered on protecting end-user data from being 
exposed to outsiders and preventing the infrastructure from being accessed 
by unauthorized parties. In emerging wireless multimedia systems, most 
communications are realized via peers. Even if there is some form of cen-
tral authority, it may be that there is no central authority at all, at least not 
one that is present all the time. Consequently, nodes can be compromised, 
removed, or destroyed without immediate or rapid detection. Moreover, 
without a centralized authority, devices have to work together to accom-
plish tasks such as network formation, routing, and adjusting to network 
dynamics. They might also need to take part in mitigating attacks. All these 
changes require different security and privacy schemes.

Future wireless multimedia systems will constitute heterogeneous radio 
access technologies and networks underneath a common Internet proto-
col (IP) layer, where security presents a very critical part and very com-
plex and broad topic. IP security (IPsec) [1] is a suite of protocols for 
securing communications by authenticating or encrypting each packet (or 
both) in a data stream. IPsec also includes protocols for cryptographic key 
establishment.

If networks do not have any inherent security, as a result, there is no 
guarantee that a received message is from the channel sender, contains 
the original data that the sender put in it, or was not sniffed during the 
transit. Multimedia itself may not bring to mind any new considerations 
for security if we simply regard it as the compilation of the voice, data, 
image, and video contents, areas that have at least some current security 
mechanisms. Protection of the networks is an important security issue for 
service providers, as is the ability to offer customers value-added security 
services as needed or desired. Service or network providers planning for 
implementation of security mechanisms need to consider the nature of the 
security threat, the strength of security needed, the location of security 
solutions, the cost of available mechanisms, the speed and the practicality 
of mechanisms, and interoperability.

CRNs are vulnerable to various attacks because they are usually 
deployed in unattended environments and use unreliable wireless com-
munication [2]. However, it is not simple to implement security defenses in 
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CRNs. As application-specific networks, CRNs have some unique features 
and, correspondingly, some unique security requirements. CRNs face new 
security threats and challenges that have arisen due to their unique cogni-
tive characteristics [3]. One of the major obstacles in deploying security 
on current CRNs is that they have limited computational and communi-
cation capabilities. With this in mind, many researchers have begun to 
ensure security for CRNs with different security mechanisms. Security 
mechanisms, including trust management, have the ability to secure CRNs 
against attackers.

The routing operation over WMNs creates a vulnerable security system 
because of the multihop traffic transmission and loose P2P data exchange 
during the internode authentication mechanism while routing neighbor-
hood nodes information and exchanging new node updates. In addition, 
the multihop behavioral characteristics of the WMN creates challenges 
in the security of traffic operations while in transmission through the 
gateway to the wireless cloud [4]. The dynamic topology updates further 
expose the whole network security to persistent and corruptible attacks. 
The data reliability and authentication in WMNs during the neighborhood 
node exchanges through link state and routing are quite loose and very 
insecure. The ease in WMN integration with other wireless networks, like 
in broadband and multimedia, has also established the necessity for an 
unyielding privacy protection and security mechanism [5,6].

The distributed-sequenced mechanism in the medium access control 
(MAC) channel frames also creates susceptibility to attacks whereas the 
mobile mesh client nodes and its consequent dynamic topology also estab-
lish the need for a more effective, resilient, and comprehensive security 
system in WMNs. The constraint in WMN security creates the challenge 
of possible attacks by invasive malicious codes when an attack becomes 
distributed in the architecture through the simple dynamism of mesh. 
These attacks compromise confidentiality and integrity and violate the 
privacy of the WMN users. The nodes can also be compromised by the 
operation of traffic transmission, unverified router information exchange, 
and network notification infiltration.

In the context of wireless sensor networking, security means to pro-
tect sensed data against unauthorized access and modification, as well as 
to ensure the availability of network communication and services despite 
malicious activities. If collected data are private and sensitive, such as user 
location information, then privacy issues are also of concern. On the other 
hand, security in wireless multimedia sensor networks (WMSNs) is a very 
young research field. From a security point of view, there is no strict border 
between WSNs and WMSNs. Therefore, some of the traditional security 
solutions for WSNs can be easily adapted for WMSNs. However, WMSN 
also has some novel features that stem from the fact that some of the nodes 
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will have multimedia sensors and higher computational capabilities. This 
brings new security challenges as well as new protection opportunities [7]. 
Everything seems to indicate that video surveillance and monitoring will 
be one of the killer applications for WMSNs. Because the security issue 
in WMSN is so complex, different solutions are going to be application-
dependent and environment-dependent. In the case of surveillance and 
monitoring, most of the time, it can be assumed that all the nodes are 
trusted initially but later on can be compromised. Concerning this sce-
nario, denial of service (DoS) is going to be one of the most common 
attacks. Other problems like resilience to traffic analysis and compromised 
nodes are also going to be of the utmost importance.

This chapter starts with general security issues including security 
attacks in wireless networks. Then, security requirements are presented. 
Next, the security aspects in emerging mobile networks are analyzed. 
Security of cognitive radio and WMNs are also outlined. Some security 
aspects characteristic of WMSNs conclude the chapter.

7.2  GENERAL SECURITY ISSUES IN 
WIRELESS COMMUNICATIONS

Dramatic advances in technologies enable and support multimedia ser-
vices. These advances provide both benefits and challenges when it comes 
to security. Of particular interest is the level of interactivity experienced 
with multimedia service. Two of the key multimedia network charac-
teristics are internetworking and interactivity as well as their relation 
to security [8]. Wireless networks are more vulnerable than their wired 
counterparts. Complications arise in the presence of node mobility and 
dynamic network topology. At the same time, node resource constraints, 
due to power limitations, bandwidth and memory requirements, make the 
direct application of existing security solutions difficult. Finally, in some 
environments, network size and physical inaccessibility of nodes further 
exacerbates the security problems.

Factors that contribute to security problems include [9]: channel, mobil-
ity, resources, accessibility. Air interface usually involves broadcast com-
munications, which make eavesdropping and jamming easier. Here, a 
physical connection is replaced by a logical association. The latter can be 
interrupted and must be renewed whenever a wireless device moves beyond 
the transmission range. Establishing secure association in the presence of 
mobility is challenging, especially in high-mobility environments such as 
vehicular ad hoc networks (VANETs). If a wireless device is affiliated with 
a person, tracking the device reveals that person’s location and mobility 
patterns. In that way, privacy becomes an important concern. Most users’ 
terminals are still resource-constrained. One of the fundamental reasons 
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is the need to keep physical size small to enable mobility and embeddabil-
ity. High-end terminals are battery-powered, which limits computation 
and communication. Such limitations invoke DoS attacks aimed at battery 
depletion. Some devices are personal and are usually attended by their 
owners, whereas others (sensors nodes or robots) are generally left unat-
tended, and are placed in remote locations. This greatly increases their 
vulnerability to physical attacks.

The fundamental mechanism used to protect information in secure sys-
tems is termed access control. With adequate access controls in place, both 
the confidentiality and the integrity of an information object can be assured 
to some defined confidence level. Confidentiality is at risk whenever infor-
mation flows into an object. When adequate physical controls exist, infor-
mation can be stored and moved from one place to another without taking 
additional steps to hide it. To ensure the confidentiality of information 
flows sent via insecure paths, it is necessary to encrypt the information at 
the source and to decrypt it at the destination. To ensure integrity, valida-
tion methods must be used to verify that stored or transferred informa-
tion is not corrupted. Security criteria establish discrete reference levels 
for evaluating how well a candidate product or system element meets the 
requirements of a security policy [10]. The criteria do not establish what 
protection needs to be provided in a given context: the information is pro-
vided by an applicable security policy.

Table 7.1 represents a set of various security criteria and the correspond-
ing definitions. To qualify as compliant with respect to a particular crite-
rion, a candidate product or system must satisfy all of the requirements. 
Security criteria establish a finite, discrete set of terms and conditions for 
evaluating the ability of a product, system block, or a complete system to 
protect designated types of resources.

TABLE 7.1
Various Security Criteria and the Corresponding Definition

Security Criteria Definition

General Define general compliance requirements
Confidentiality Define levels of protection against unauthorized disclosure
Integrity Define levels of protection against unauthorized modification
Accountability Define levels of ability to correlate events and users
Reliability Establish levels to measure how well a product/service 

performs
Assurance Define overall trust levels for product/service or system

Source: B. Bakmaz et al., International Journal of Applied Mathematics and 
Informatics 1, 2: 70–75, 2007.
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The complexity of a system and the tasks it needs to perform determine 
how granular an appropriate set of security criteria needs to be. A security 
policy specifies which security criteria must be satisfied by a qualifying prod-
uct to ensure that an adequate level of protection is provided to resources. The 
overall rating of a product is based on the set of criteria that the product can 
satisfy. If the capabilities of a product match the requirements of a security 
policy, then the product can be certified as compliant at a particular level. To 
evaluate a system that provides more than one level of protection, different 
subcategories of security criteria requirements need to be defined. Security 
policies define which security criteria requirements apply to each defined pro-
tected information object and user class. A product is evaluated against each 
required security criterion subcategory for compliance one by one.

7.2.1  Security AttAckS

Communications over wireless channels are, by nature, insecure and easily 
susceptible to various kinds of threats. Typical security attacks in wireless 
networks can be categorized based on their effects, including data integ-
rity and confidentiality, power consumption, routing, identity, and service 
availability [11]. Classification of typical security threats in wireless mul-
timedia communications and their effects/targets is presented in Table 7.2.

DoS attack presents an adversary’s attempt to exhaust the resources 
available to its legitimate users. Also, jamming can be used to launch DoS 
attacks at the physical layer [12]. An adversary can utilize jamming signals 
to make the attacked nodes suffer from DoS in a specific region.

Node capture represents a characteristic threat in WSNs through which 
an intruder can perform various operations on the network and easily 
compromise the entire system [13]. An attacker physically captures sen-
sor nodes and compromises them such that sensor readings are inaccurate 
or manipulated. In addition, the attacker may attempt to extract essential 
cryptographic keys (e.g., a group key) from wireless nodes that are used to 
protect communications in most wireless networks.

In eavesdropping attacks a malicious user secretly monitors on ongo-
ing communication between targeted nodes to collect connection-related 
information (e.g., MAC address) and cryptography (e.g., session key mate-
rials) [11]. Eavesdropping can be performed even if the messages are 
encrypted. Moreover, information collected by eavesdropping is usually 
used for other forms of attack.

Denial of sleep attacks are the most common type of power consump-
tion threats. In general, this type of attack attempts to exhaust the device’s 
limited power supply, which is one of the most valuable assets in wireless 
networks. The worst case would cause a collapse of network communica-
tions. During a sleep period, the MAC layer protocol reduces the node’s 
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power consumption to extend its lifetime. Thus, the attacker affects the 
MAC layer protocol to shorten or disable the sleep period [14]. Denial of 
sleep attack specifically targets the energy-efficient protocols unique to 
WSN deployments.

Flooding presents the process in which the attacker sends a large num-
ber of packets to the point of attachment (PoA) to prevent the victim or 
the whole network from establishing or continuing communications. Most 

TABLE 7.2
Classification of Typical Security Threats in Wireless Multimedia 
Networks

Class of Threats Threat Characteristic Effects/Targets

Data integrity and 
confidentiality

DoS Deny legitimate users access to 
a particular resource

Node capture Cryptographic keys from nodes
Eavesdropping Connection information (MAC 

address), cryptography 
(session key)

Power consumption Denial of sleep MAC layer protocol, decreasing 
or disabling the sleep period

Service availability and 
bandwidth consumption

Flooding Large number of useless packets 
sent to the victims

Jamming Breaking connectivity with 
jamming radio signals

Replaying Repeatedly and continuously 
sending of packets copies

Routing Unauthorized routing 
update

Changing of routing 
information maintained by 
routing hosts

Wormhole Intercepting sessions originated 
by the sender

Sinkhole Attracts all nodes to send 
packets through colluding 
nodes

Identity and privacy Impersonate Impersonates the nodes’ identity 
(MAC or IP address)

Sybil Single node presents itself to 
other nodes with multiple 
spoofed identifications

Traffic analysis Depredation of the network, 
traffic, and nodes related 
information
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of the flooding attacks launched to date have tried to make the victims’ 
services unavailable, leading to revenue losses and increased costs of miti-
gating the attacks and restoring the services [15]. This type of threats typi-
cally target upper layers protocols, for example, ICMP, TCP, UDP, DNS, 
and SIP. If these attacks result in a denial of service to legitimate users, 
they can also be referred as a variant of distributed DoS attacks.

Jamming attacks can disrupt wireless connectivity among nodes by 
transmitting continuous radio signals such that other authorized users are 
denied from accessing a particular frequency channel. The attacker can 
also transmit jamming radio signals to intentionally collide with legitimate 
signals originated by target nodes [11].

Replay attacks occur when an attacker copies a forwarded packet and 
later sends out the copies repeatedly and continuously to the victim to 
exhaust the buffers or power supplies. In addition, the replayed packets 
can crash weak applications or exploit vulnerable holes in poor system 
designs. These attacks are usually performed during authorization or key 
agreement protocols to perform, for example, masquerade attacks [16].

Unauthorized routing update attack attempts to update routing informa-
tion maintained by routing hosts (PoAs or data aggregation nodes), in an 
attempt exploit the routing protocols, fabricate the routing update mes-
sages, and falsely update the routing table [11]. This attack can lead to 
several incidents including:

• Isolation of some nodes from PoAs
• Network partitioning
• Routing in a loop
• Forwarding messages to unauthorized attackers
• Misrouting or packet delay by false routings, etc.

In a wormhole attack, an attacker records packets (or bits) from one location 
in the network, tunnels them to another location, and retransmits them into 
the network. The wormhole attack poses many threats, especially to routing 
protocols and location-based wireless security systems [17]. Many subsequent 
attacks (e.g., selectively forwarding and sinkholes) can be performed after the 
wormhole’s path has attracted a large amount of traversing packets.

Sinkhole attacks attract nodes to send all packets through one or several 
colluding (sinkhole) nodes, so that the attacker (and its colluding group) 
has access to all traversing packets. To attract the victimized nodes, the 
sinkhole node is usually presented as an attractive forwarding node such 
as having a higher trust level, being advertised as a node in the shortest 
distance or short delay path to a base station, or a nearest data aggregating 
node (in WSNs) [11].
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Impersonate and Sybil attacks expose the node’s identity (MAC or IP 
address) to establish a connection with or launch other attacks on a victim. 
The attacker may also use the victim’s identity to establish a connection 
with other nodes or launch other attacks on behalf of the victim. As a 
consequence, packets traversed on a route consisting of fake identities are 
selectively dropped or modified. Also, a threshold-based signature mech-
anism that relies on a specified number of nodes can be corrupted. In 
 general,  identity-related attacks cooperate with eavesdropping attacks or 
other network-sniffing software to obtain vulnerable MAC and IP addresses 
[11].

Traffic analysis attacks may include examining the message length, 
message pattern or coding, and duration the message stayed in the router. 
In addition, the attacker can correlate all incoming and outgoing packets at 
any router. Such an attack violates privacy and can harm entities that are 
linked with these messages. Also, the attacker can also perversely link any 
two entities with any unrelated connections. Traffic analysis can also be 
used to determine the locations and identities of the communicating par-
ties by intercepting and examining the transmitted messages [12].

7.2.2  Security requirementS in WireleSS 
multimediA communicAtionS

Secured services in wireless networks should satisfy certain requirements 
such as the following [18]: authentication, nonrepudiation, confidentiality, 
access control, integrity and availability, and resistance to jamming and 
eavesdropping.

Entity or data origin authentication is used to confirm that a commu-
nication request comes from a legitimate user. The entity authentication is 
frequently used to justify the identities of the parties in the communica-
tion sessions. The data origin authentication focuses on confirming the 
identity of a data creator. On the other hand, nonrepudiation guarantees 
that the transmitter of a message cannot deny having sent the message, and 
the recipient cannot deny having received the message. Digital signatures, 
which function as unique identifiers for individual users, much like finger-
prints, are widely used for nonrepudiation purposes.

Confidentiality is the protection of transmitted data from passive attacks 
preventing access by, or disclosure to, unauthorized users. It is closely 
related to data privacy, such as encryption and key management. The other 
aspect of confidentiality is the protection of traffic flows from any attack-
er’s analysis. It requires that an attacker is not able to determine any traffic-
related information, such as the source/destination location, transmission 
frequency, session length, and others.
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As an alternative confidentiality mechanism, access control limits and 
governs the devices that have access to the communication links. Thus, 
each entity must be authenticated or identified beforehand to gain access to 
the communication channels. Because of the broadcast nature of the wire-
less medium, it is difficult to control access, and hence, it is vulnerable to 
eavesdropping.

Integrity and availability are the trustworthiness and reliability of infor-
mation. Integrity means that the data from the source node should reach 
the destination node without being altered. It is possible for a malicious 
node to alter the message during transmission. Integrity can even involve 
whether a person or an entity entered the right information. Availability 
can be observed in the case that communication should remain fully oper-
ational when a legitimate user is communicating. Also, it must be robust 
enough to tolerate various attacks during any authorized transmission, and 
should be able to provide guaranteed transmissions whenever authorized 
users require them.

Making the wireless channel resistant to jamming is a challenging secu-
rity issue. A jammer may broadcast an interference signal on a broad spectral 
band to disrupt legitimate signal reception. The reaction of jammers can be 
active or passive. Active jammers send out random bits or a radio signal con-
tinuously into the channel and therefore block the communications of users. 
On the other hand, a passive jammer is idle until it senses transmission activi-
ties occurring in the channel. Then it transmits jamming signals to inter-
rupt an ongoing transmission. Because the jammer must detect transmission 
activities before issuing its jamming signal, the transceiver may improve its 
own low probability of detection to avoid jamming attacks.

A typical secrecy problem in a wireless communication system involves 
three entities: the transmitter, the receiver, and the eavesdropper. The eaves-
dropper is assumed to be passive, and therefore its location is unknown to 
the transmitter and receiver. Perfect secrecy is achieved when the trans-
mitter delivers a positive information rate to the legitimate receiver and 
ensures that the eavesdropper cannot obtain any information [12].

The way to avoid eavesdropping is to use a cipher to encrypt each trans-
mitted data stream, which can only be decrypted at the intended receiver 
using a privately shared key. Another widely used approach is to force 
the transmitter and receiver to adopt some information-hiding measures to 
prevent unauthorized detection of any transmission activities.

Example 7.1

The symmetric data encryption/decryption algorithm, which is 
widely used in networks, is shown in Figure 7.1. The data encryp-
tion standard (DES) with a common private key is normally shared 
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by two users. Secret key cryptology operates in both transmission 
directions.

User A sends an encrypted message to user B with a secret key. 
User B can use the secret key to decipher the message. Because this 
message has been encrypted, even if the message is intercepted, 
the eavesdropper between user A and user B will not have the 
secret key to decipher the message. If these two users do not have 
this private key, a secure channel is required for the key exchange. 
Instead of using an additional channel, the physical layer methods 
can be applied to distribute secret keys, to supply location privacy, 
and to supplement upper-layer security algorithms.

7.3  PHYSICAL LAYER SECURITY

The application of physical layer security schemes makes it more diffi-
cult for attackers to decipher transmitted information. The existing physi-
cal layer security techniques can be classified into major categories [12]: 
theoretically secure capacity, channel, coding, power and signal detection 
approaches.

7.3.1  theoreticAlly Secure cApAcity

The secrecy capacity, defined as the maximum transmission rate at which 
the eavesdropper is unable to decode any information [19], is equal to the 
difference between the two channel capacities:
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where CM is the capacity of the main channel and CW denotes the capacity 
of the eavesdropper’s channel. Here, P corresponds to the average transmit 
signal power, whereas NM and NW are power of the noise in the main chan-
nel and the eavesdropper’s channel, respectively.

Information-theoretic security is an average-information measure. The 
system can be designed and tuned for a specific level of security. On the 

Plain
text

DES
encryption/decryption

algorithm

DES
encryption/decryption

algorithm

Plain
text

Cipher
text

User A Secret key Secret key User B

FIGURE 7.1 Symmetric cryptographic technique.
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other hand, it may not be able to guarantee security with probability. 
Furthermore, it requires knowledge about the communication channel 
that may not be accurate in practice. A few systems (e.g., quantum crypto-
graph) have been deployed, but the technology is not widely available due 
to its implementation costs.

7.3.2  chAnnel

The perspective techniques that have been proposed to increase security 
based on the exploitation of channel characteristics include the following:

• Algebraic channel decomposition multiplexing (ACDM) precod-
ing scheme [20], in which the transmitted code vectors are gener-
ated by singular value decomposition of the correlation matrix, 
which describes the channel’s characteristic features between 
the transmitter and the intended receiver. Because any potential 
transmitter–eavesdropper channel is going to have a different mul-
tipath structure, the eavesdropper’s ability to detect and decode 
the transmissions can be severely reduced.

• Randomization of multiple-input, multiple-output (MIMO) transmis-
sion coefficients [21] is a procedure in which the transmitter gener-
ates a diagonal matrix dependent on the impulse response matrix of 
the transmitter–receiver channel. This diagonal matrix has a unique 
property that makes the matrix undetectable to the attackers but eas-
ily detectable to the intended receiver. This method reduces the signal 
interception capability of the intruder and leads to a blind deconvo-
lution problem due to the redundancy of MIMO transmissions. The 
proposed scheme indicates that the physical layer technique can assist 
upper layer security designs by providing secret key agreement with 
information-theoretic secrecy.

• Radiofrequency (RF) fingerprinting system [22] consists of mul-
tiple sensor systems that capture and extract RF features from each 
received signal. An intrusion detector processes the feature sets and 
generates a dynamic fingerprint for each internal source identifier 
derived from individual packets. This RF system monitors the tem-
poral evolution of each fingerprint and issues an intrusion alert when 
a strange fingerprint is detected, thus helping distinguish an intruder 
from a legitimate user.

7.3.3  coding

The objective of coding approaches is to improve resilience against jam-
ming and eavesdropping [12]. These approaches mainly include the use of 
error correction coding and spread spectrum coding.
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In a conventional cryptographic method, a single error in the received 
cipher text will cause a large number of errors in the plain text after channel 
decoding. A combination of turbo coding and advanced encryption standard 
cryptosystem can be used to set up a secure communication session. The main 
advantages of secure turbo code include higher-speed encryption and decryp-
tion with higher security, smaller encoder/decoder size, and greater efficiency.

On the other hand, spread spectrum is a signaling technique in which 
a signal is spread by a pseudo-noise sequence over a wide frequency band 
with frequency bandwidth much wider than that contained in the fre-
quency ambit of the original information. The main difference between 
conventional cryptographic systems and spread-spectrum systems lies in 
their key sizes. Traditional cryptographic systems can have very large key 
spaces. However, in a spread spectrum system, the key space is limited by 
the range of carrier frequencies and the number of different sequences.

7.3.4  poWer And SignAl detection

Data protection can also be facilitated using power and signal detection 
approaches. The usual schemes in these approaches involves the use of 
directional antennas and the injection of artificial noise.

Directional transmission can improve spatial reuse and enlarge geographi-
cal coverage, as beam width is inversely proportional to peak gain in a direc-
tional antenna. If an omnidirectional antenna is used, a node in the coverage 
range of a jammer would not be able to receive data securely. On the other 
hand, if a directional antenna is used, the node would still be able to receive 
data from the directions not covered by the jamming signals. Hence, the 
deployment of directional antennas can improve wireless network capacity, 
avoid physical jamming attacks, and enhance data availability.

Artificial noise is generated using multiple antennas or the coordination 
of relaying nodes [23]. This noise is utilized to impair the intruder’s chan-
nel, but it does not affect the intended receiver’s channel because the noise 
is generated in the null-subspace of the legitimate channel. Relying on 
artificial noise, secret communications can be achieved even if the intruder 
enjoys a much better channel condition than the intended receiver.

Example 7.2

Figure 7.2 shows the BER performance of a legitimate receiver 
and the eavesdropper with respect to the ratio of the variance 
of the artificial noise to that of the legitimate receiver’s channel 
noise (α) for different ratio of the energy per bit to the artificial 
noise (β). A random MIMO 4 × 4 system with BPSK modulation 
is adopted.
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The BER performance of both receivers improves as α increases, 
but the eavesdropper’s performance is kept almost constant with 
respect to ratio β, whereas the BER for legitimate receiver improves 
as α increases. If the legitimate receiver’s channel noise is given, 
parameter α can be increased by increasing the variance of the 
artificial noise while simultaneously increasing bit energy such 
that β stays unchanged. The artificial noise can, thus, be adjusted 
with the aid of experimental data to choose an operating point 
that maximizes the performance gain between the legitimate and 
eavesdropper receivers.

7.4  SECURITY ASPECTS FOR MOBILE SYSTEMS

Because of the characteristics of wireless medium, limited protection of 
mobile nodes, nature of connectivity, and lack of centralized managing point, 
mobile networks are too vulnerable and often subject to attacks. If a network 
does not have any inherent security, as a result, there is no guarantee that a 
received message (a) is from the channel sender, (b) contains the original data 
that the sender put in it, or (c) was not sniffed during transit [24].

To distinguish from other aspects of security, the goals of infrastructure 
security of mobile communication networks are identified as the following [25]:

• Physical security of the network infrastructure including the nodes 
and the cables

• Access control to the network infrastructure nodes
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FIGURE 7.2 BER performance of a legitimate receiver and an eavesdropper 
when artificial noise is added at the transmitter. (From Y.-S. Shiu et al., Physical 
Layer Security in Wireless Networks: A Tutorial. IEEE Wireless Communications 
18, 2: 66–74, 2011.)
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• Availability of the network infrastructure
• Security of network management signaling
• Amenable to security management
• Support secure coupling to foreign networks

The mobile networks are open to different services and service pro-
viders. This means that the mobile network operator has trust relations 
with different networks and services it provides to its users. Based on the 
security goals, there is a nonexhaustive list of major requirements on infra-
structure security. At first, all the elements of a communication network 
should be hardened so that it is resistant to various security attacks.

Maintaining latest update levels of network elements and their software 
is an essential part of any operations and management concept applied 
in a network domain. Critical infrastructure elements must be identified 
and well protected. The necessity of redundant elements should be care-
fully evaluated, for instance, to still allow management during exceptional 
situations. Information on the network’s internal structure, including the 
topology of the platform types, the distribution of fundamental elements, 
capacities, or customer data concerning location, service usage, usage pat-
tern, account information, and so on, should be made available only to 
authorized parties and only to the extent that is actually required. The lim-
ited availability of this information reduces the knowledge about potential 
targets.

Also, an intrusion detection system should be deployed in the network 
to detect, monitor, and report security attacks such as DoS and attacks that 
utilize system flows, and any compromise of system security. Fast response 
to security attacks and automatic recovery of security compromise must 
be provided to increase the probability of business operation and to miti-
gate the effects of attacks. On the other hand, the network should be easy 
to manage and realistic security policies must be developed. Also, rapid 
couplings of the networks of different administrative domains must be 
secured (authentication, integrity, confidentiality, availability, and antire-
play protection) against external attackers. Mutual dependencies between 
the infrastructure security and new scenario to be created must be mini-
mized. Finally, authentication, confidentiality, integrity, antireplay protec-
tions for network management signaling will be provided.

7.4.1  netWork operAtorS’ Security requirementS

A successful mobile network operator will play a central role in future 
mobile networks while having a “partnership” with various participants of 
the value chain. Because the network operator is the main contact point of 
the user, their security requirements on mobile systems should be carefully 
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considered by the operator with support from other parities. The user’s 
security requirements, such as protecting its terminal and data from pos-
sible network attack, are regarded as part of the operators requirements 
because of the direct influence on operator’s business when the require-
ments are not fulfilled. Mobile network operators have the responsibility 
to take care of party-specific (security) concerns while balancing this with 
suitable security solutions to protect the mobile network infrastructure.

Because user satisfaction is crucial for the network operators’ and users’ 
security, requirements must be regarded as one of the most important 
issues for them. Any compromise of security that has an effect on the 
user’s assets may finally turn out to be a serious problem for the network 
operator’s business. The users’ requirements of security in future mobile 
networks can be categorized as

• Terminal security (includes access control, virus-proof, and theft 
prevention)

• Communication and data privacy (includes security of voice and 
data communication, privacy of location, call setup information, 
user ID, call pattern, etc.)

• Service provision security (service availability should be ensured 
to prevent DoS attack as well as to provide e-commerce security)

• Security against fraudulent service providers

Because of competition, a mobile network operator will usually enhance 
its service provision (capacity, quality, variety of services, etc.) to satisfy 
its customers, possibly by cooperating with other partners, which could be 
service providers or other network operators.

A heterogeneous network means the combination of different network 
technologies and possible opening of the operators’ managed/controlled 
network to the Internet, which is not under the control of anyone. This, 
besides the general security requirements for a network, brings several 
new security issues:

• Secure attachment and detachment to/from network must be 
provided

• Access control to various services or network elements must be 
provided by the operator

• Trust relationship should be built between heterogeneous systems
• Changes in wireless medium require adaptation in physical and 

MAC layers should not compromise security
• To prevent rogue BSs, the mobile network operator should have 

mechanisms that will identify such BSs and thus protect the users
• Network must be installation and repair resistant
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• Operations and management of security solutions must be possible 
and relatively simple

• Extension of network should not lead to weakness in security
• Network architecture should not compromise the extensibility of 

security services

Services and contents for the user can be provided by the mobile net-
work operator, service providers, content providers, and other business or 
suite owners. There are some security requirements that arise from the 
mobile network operator’s point of view. First of all, service should be 
provided to the specified set of users (authentication), according to the 
contractual obligation agreed (authorization), and the usage should be 
accountable. Rogue service or content providers can appear and methods 
must be developed to deter them. Then, secure access to service from any 
partner should be provided. Also, the operator should take care that the 
service providers are correctly charged, or if the service provider is paying 
the operator, then the operator should take care that bills the service pro-
vider correctly. Because cooperation with many other service providers is 
expected in future communication and service provision systems, nonre-
pudiation will become very important between operators and service pro-
viders to prevent and combat fraud. However, appropriate business models 
may be more efficient than technology means. Finally, in the future, the 
number of network operators will increase and, thus, a service that can 
be provided is openness toward each other, which will create a positive 
perception for users.

7.4.2  Security Architecture for mobile SyStemS

Because the emerging mobile architectures (WiMAX, LTE, LTE-A, etc.) 
are designed to support flat IP connectivity and full interworking with 
heterogeneous wireless access networks, the novel unique features bring 
some new challenges in the design of the security mechanisms. The LTE 
network has been specified by the 3GPP on the way toward next generation 
mobile systems to ensure the dominance of the cellular communication 
technologies (see Chapter 1).

Security architecture for mobile systems (Figure 7.3), with five feature 
groups, is defined by the 3GPP committee [26]. Each of these feature 
security groups meets certain threats and accomplishes certain security 
objectives:

• Network access security (I)—provides the user equipment with 
secure access to the evolved packet core (EPC) and protects against 
various attacks on the radio access link. At this level, security 
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mechanisms such as integrity protection and ciphering between 
the universal subscriber identity module (USIM), mobile equip-
ment (ME), the evolved-universal terrestrial radio access network 
(E-UTRAN), and the entities in the EPC, are implemented

• Network domain security (II)—enables nodes to securely 
exchange signaling data and user data, and protect against attacks 
on the wire line network

• User domain security (III)—provides a mutual authentication 
between the USIM and the ME before the USIM accesses the ME

• Application domain security (IV)—enables applications in 
the user equipment (UE) and in the service provider domain to 
securely exchange messages

• Visibility and configurability of security (V)—enables the user to 
be informed whether a security feature is in operation or not and 
whether the use and provision of services should depend on the 
security feature

7.4.3  Security in lte SyStemS

Concerning researches on the LTE/LTE-A features, the following secu-
rity aspects can be identified [27]: cellular security, handover security, 
IMS security, HeNB security, and machine type communication (MTC) 
security.

7.4.3.1  Cellular Security
A mutual authentication between the UE and the EPC is the most important 
issue in the LTE security framework. LTE systems utilize the authentica-
tion and key agreement (AKA) procedure to achieve mutual authentication 

(V)

User application
(IV)

Provider application
Application

stratum

(III)
USIM

(I) (I)
Home

stratum/
Serving
stratum

Home
environment

(II)Serving
network

Access network
(II)

(I)(I)

(I)

(I)

Mobile equipment Transport
stratum

FIGURE 7.3 3GPP security architecture.

 



287Security in Wireless Multimedia Communications

between the UE and the EPC and generate a ciphering key (CK) and an 
integrity key (IK), which are used to derive different session keys for 
encryption and for integrity protection. Owing to the support of non-3GPP 
access, several different AKA procedures are implemented in the LTE 
security architecture when the UEs are connecting to the EPC over distinct 
access networks.

In the case when an UE connects to the EPC over the E-UTRAN, the 
mobility management entity (MME) represents the EPC to perform a 
mutual authentication by the evolved packet system (EPS) AKA protocol 
[26], as shown in Figure 7.4. On the other hand, when a UE connects to the 
EPC via non-3GPP access networks, the non-3GPP access authentication 
will be executed between the UE and the AAA server. The authentica-
tion signaling will pass through the proxy AAA server in the roaming 
scenarios. The trusted non-3GPP access networks can be preconfigured at 
the UE. If there is no preconfigured information at the UE, the non-3GPP 
network will be considered as an untrusted access. For a trusted non-3GPP 
access network, the UE and the AAA server will implement the exten-
sible authentication protocol-AKA (EAP-AKA) or improved EAP-AKA to 
accomplish access authentication. In the case of untrusted non-3GP access 
network, the UE and the evolved packet data gateway (ePDG) need to per-
form the IPsec tunnel establishment. To establish the IPSec security asso-
ciations, the UE and the ePDG shall use the Internet key exchange version 
2 (IKEv2) protocol with EAP-AKA or improved EAP-AKA.

The EPS AKA protocol has some improvements over the UMTS AKA 
so that it can prevent some security attacks such as redirection attacks, rogue 
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base station attacks, and man-in-the-middle (MitM) attacks. However, 
there are still some weaknesses in the current LTE security mechanism 
[27], for example, lack of privacy protection and DoS attacks preven-
tion in the EPS AKA scheme. As an improvement, a security-enhanced 
AKA (SE-EPS AKA) scheme based on wireless public key infrastructure 
(WPKI) has been proposed [28]. The scheme ensures the security of user 
identity and the exchanged message with limited energy consumption by 
using elliptic curve cipher encryption.

7.4.3.2  Handover Security
The 3GPP committee has specified the security features and procedures 
regarding mobility within E-UTRAN as well as between the E-UTRAN 
and the others RANs. To mitigate the security threats posed by malicious 
BSs, the LTE security mechanism provides a new handover key manage-
ment scheme to refresh the key materials between an UE and an eNB 
whenever the UE moves from one eNB to another. However, a lot of vulner-
abilities can still been found in the LTE mobility management procedure 
and the handover key mechanism (lack of backward security, vulnerability 
to desynchronization and replay attacks, etc.).

As roaming users expect a seamless handover experience (see Chapter 4) 
when switching from one wireless network to another, fast and secure hand-
over operations need to be supported by the networks. As perspective solu-
tions, fast and secure reauthentication protocols for the LTE subscribers to 
perform handovers between the WiMAX and the Wi-Fi systems have been 
proposed by Al Shidhani and Leung [29], which avoids contacting authentica-
tion servers in the LTE networks during the handovers. By these schemes, the 
EAP-AKA protocol for the handovers from a WiMAX to a Wi-Fi and initial 
network entry authentication (INEA) protocol for the handovers from a Wi-Fi 
to a WiMAX can be improved by including extra security parameters and 
keys to speed up the reauthentications in future vertical handovers. The modi-
fied version of the EAP-AKA and INEA has the same messaging sequences 
as that in the standard EAP-AKA and INEA, which can avoid interoperability 
problems with other services without a loss of capabilities due to the modifica-
tions. The proposed scheme can achieve an outstanding performance in terms 
of the signaling traffic reauthentication and reauthentication delay compared 
with the current 3GPP standard protocols. Also, this approach can provide sev-
eral security features including forward and backward secrecy. However, the 
scheme can only support single-hop communications between UE and PoA.

7.4.3.3  IMS Security
IMS is an overlay access-independent architecture that provides the 3GPP 
networks with multimedia services such as IP telephony, video conferenc-
ing, etc. [30]. To access multimedia services, the UE needs a new IMS 
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subscriber identity module (ISIM) with stored authentication keys and func-
tions. Because SIP is used for control and signaling, the main architectural 
component in the IMS is the SIP proxy, known as the call session control 
function (CSCF). The CSCF represents the home subscriber server (HSS), 
providing session authentication and control of the multimedia services.

Currently, in the IMS security issues, most research is focused on reg-
istration authentication procedures. Multimedia services will not be pro-
vided until the UE has successfully established a security association 
with the network. In addition, a separate security association is required 
between the UE and the IMS before access is granted to multimedia ser-
vices. UE has to be authenticated in both the LTE network layer and the 
IMS service layer [31]. A UE first needs to accomplish mutual authenti-
cation with the LTE network through the EPS-AKA before being given 
access to multimedia services. Then, an IMS AKA procedure is executed 
between the ISIM and the home network for AKA for the IMS. Once the 
network authentication and the IMS authentication are successful, the sub-
scriber will be granted access to the multimedia services.

Because the IMS AKA works based on the EAP AKA scheme, it has 
several shortcomings such as vulnerability to DoS and MitM attacks, lack 
of sequence number synchronization, and high bandwidth and energy 
consumption. As mentioned previously, an IMS UE needs to execute two 
AKA protocols, the EPS AKA in the LTE access authentication and the 
IMS AKA in the IMS authentication, which brings high energy consump-
tion for the energy-limited UE. In addition, these two AKA procedures 
share many similar operations, which increase the overall system com-
plexity and results in QoS degradation.

7.4.3.4  HeNB Security
A HeNB is a low-power AP (aka femtocell) typically installed by a sub-
scriber in residences or small offices to increase indoor coverage for high-
speed multimedia services with the advantages of low cost and high QoS. 
This node is connected to the EPC over the Internet via the broadband 
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backhaul (Figure 7.5). The backhaul between the HeNB and security gate-
way (SecGW) can usually be insecure. The SecGW represents the EPC 
to perform a mutual authentication with the HeNB by the IKEv2 with the 
EAP-AKA or certificates-based scheme. A HeNB needs to be configured 
and authorized by the operation, administration, and maintenance (OAM) 
entity. When a UE accesses the network via a HeNB, the MME will first 
check whether the UE is allowed to access the target HeNB based on the 
allowed closed subscriber group (CSG) list. Then, a secure access authenti-
cation between the UE and the MME will be performed by the EPS AKA.

Most of the HeNB security vulnerabilities arise from the insecure wire-
less links between the UE and the HeNB and the backhaul between the 
HeNB and the EPC. To overcome these vulnerabilities, the correspond-
ing countermeasures have been discussed by the 3GPP committee [32]. 
However, current 3GPP specification has still not addressed some require-
ments of the HeNB security [27]:

• Lack of a mutual authentication between the UE and the HeNB. 
Current HeNB security mechanisms cannot prevent various pro-
tocol attacks including eavesdropping attacks, MitM attacks, mas-
querade attacks, and compromising subscriber access list because 
it does not provide robust mutual authentications between the UE 
and the HeNB. In addition, the HeNB is not a sufficiently trusted 
party if the core network and OAM authenticate it independently 
because the fairness between them is not valid in the IP-based 
network.

• Vulnerability to DoS attacks. Because of the exposure of the 
entrance points of the core network to the public Internet, the HeNB 
architecture in the LTE network is subject to several Internet-
based attacks, especially DoS attacks.

The issues of the authentication and access control of the HeNB users 
have been addressed by Golaup et al. [33]. When a UE wants to access the 
network via a HeNB, the core network is additionally responsible for per-
forming access controls. To perform access control, the core network must 
maintain and update a CSG list. The information contained in the CSG list 
is stored as subscription data for the UE in the HSS and is provided to the 
MME for access control. An improved AKA mechanism for HeNB, which 
adapts proxy signature and proxy-signed proxy signature, was proposed 
by Han et al. [34]. By this scheme, the OAM and the core network have 
a contractual agreement on the installation, operation, and management 
of the HeNB by issuing a proxy signature for each other. Then, the OAM 
redelegates its proxy-signing capability to a HeNB. The core network also 
redelegates its proxy-signing capability to the HeNB and issues its own 
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signature to a UE. Finally, the mutual authentication between the UE and 
the HeNB can be achieved with the proxy signature on behalf of the OAM 
and the core network. The scheme can prevent various attacks such as 
masquerading HeNB, MitM attacks, and DoS attacks. However, it incurs 
a large amount of computational and storage costs and requires several 
changes to the existing architecture, which makes the system more infea-
sible in a real environment.

Significant threats to the security and the privacy of the femtocell-
enabled LTE networks have been reviewed in an article by Bilogrevic et 
al. [35], with novel research directions tackling some of these threats. A 
solution to the issue of identity and location tracking by assigning and 
changing identifiers based on the context was introduced. This approach 
provides a new user-triggered identifier change strategy instead of a net-
work-controlled strategy. Here, the UE can dynamically decide when to 
change identifiers based on their own observation of the surroundings, 
such as node density, device speed, and mobility pattern. In addition, a 
protection mechanism against DoS attacks with a HeNB deployment in 
the LTE architecture has also been suggested. It has been pointed out that 
solutions relying on cooperation among several participating entities, such 
as ISPs, can provide efficient protection against DoS attacks.

7.4.3.5  MTC Security
The MTC, also called M2M communication, is viewed as one of the next 
sophisticated techniques for future wireless networking. Different from 
the traditional wireless networks, the MTC is defined as a form of data 
communication between entities that does not necessarily need human 
interaction [36]. It is mainly used for automatically collecting and deliv-
ering information for measurements. MTC security architecture includes 
three different security areas:

 1. Security between the MTC device and 3GPP network
 2. Security between the 3GPP network and the MTC server/user/

application
 3. Security between the MTC server/user/application and the MTC 

device

The introduction of the MTC into the LTE systems remains in its 
infancy. This involves a lot of unique features such as massive number of 
devices, small and infrequent data transmissions, distinct service scenarios, 
and fewer opportunities for recharging the devices, which brings unprec-
edented challenges for the 3GPP to achieving its standardization. Thus, 
the current LTE network needs to overcome many technical obstacles in 
the system architecture, radio interface, resource, and QoS management 
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to promote the rapid development of the MTC. Security issues inherent in 
the MTC have not been well explored by the 3GPP committee and other 
researchers. Even more, there is no adequate security mechanism between 
the MTC device and RAN. In addition, there is no specific mechanism to 
ensure the security of communications among MTC devices. Furthermore, 
to support diverse MTC features, the LTE system architecture will be 
improved, which can incur some new security issues. Thus, the 3GPP 
committee needs to further investigate the security aspects of the MTC.

MTC devices are extremely vulnerable to several types of attacks such 
as physical attacks, compromise of credentials, protocol attacks, and 
attacks to the core network because they are typically required to have low 
capabilities in terms of both energy and computing resources, deployed 
without human supervision for a long time.

A group-based access authentication scheme [37], through which a 
good deal of MTC devices can be simultaneously authenticated by the 
network and establish an independent session key with the network, can 
achieve robust security with desirable efficiency and avoid the signal-
ing overhead in the LTE networks. When multiple MTC devices request 
access to the network simultaneously, the MME authenticates the MTC 
group by verifying the aggregate signature generated by the group leader 
on behalf of all the group members. Then, each trusts the MME by veri-
fying the elliptic curve digital signature via the group leader. Finally, a 
distinct session key between each MTC device and the MME will be 
established according to the different key agreement parameters. The 
scheme can not only achieve a mutual authentication and a key agreement 
between each MTC device in a group and the MME at the same time 
but can also greatly reduce the signaling traffic and thus avoid network 
congestion. However, it may bring a lot of computational costs due to the 
use of the elliptic curve digital signature and the aggregate signature. In 
addition, the scheme requires the devices to support both LTE and Wi-Fi 
interfaces.

There are still many open challenges for the practical enforcement of 
the MTC security [27]:

• Security mechanisms to ensure reliable high-speed connectivity 
for sensitive data are required

• A balance between the encryption and the small amount of infor-
mation transmission needs to be achieved

• Novel access authentication schemes for congestion avoidance for 
the simultaneous authentication of multiple devices are required

• E2E secure mechanisms for MTC are mandatory
• Secure mechanisms for supporting restricted and high-speed 

mobility of the MTC devices are required
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7.5  SECURITY IN CRNs

CRNs (see Chapter 2) are vulnerable to various attacks because they are 
usually deployed in unattended environments and use unreliable wireless 
medium. However, it is not a simple task to organize the implementation 
of security defenses in CRNs. One of the major obstacles in deploying 
security in CRNs is that they have limited computational and communica-
tion capabilities. Security mechanisms, including trust management, have 
the ability to secure CRNs against attackers. Specific CRN applications 
have some unique features and correspondingly, some unique security 
requirements.

7.5.1  generAl Security requirementS in crnS

CR technology is more susceptible to attack compared with traditional 
wireless networks due to its intrinsic nature. Although security require-
ments may vary in different application environments, there are in fact 
some general requirements that provide basic safety controls such as [38] 
access control, confidentiality, authentication, identification, integrity, 
non repudiation, and availability.

Access control is a security requirement for the physical layer that 
restricts the network’s resources to authorized users. Because different 
secondary users (SUs) coexist in CRNs, collisions can happen if they 
simultaneously move to and use the same spectrum band according to their 
spectrum sensing results. Thus, the access control property should coordi-
nate the spectrum access to avoid collisions.

Confidentiality is closely related to integrity. Although integrity ensures 
that data is not maliciously modified in transit, confidentiality ensures that 
the data is transformed in such a way that it is unintelligible to an unau-
thorized entity. This issue is even more pronounced in CRNs, in which the 
SU’s access to the network is opportunistic and spectrum availability is 
not guaranteed.

Authentication has the primary objective of preventing unauthorized 
users from gaining access to protected systems. It can be considered as one 
of the basic requirements for CRNs because there is an inherent require-
ment to distinguish between primary users (PUs) and SUs. An authen-
tication problem occurs in CRNs when a receiver detects a signal at a 
particular spectrum, that is, how can a receiver be sure that the signal was 
indeed sent by the primary owner of the spectrum? According to Tan et al. 
[39], it is practically impossible to conduct authentication in CRNs other 
than in the physical layer. For example, a CR receiver is able to receive 
signals from TV stations and process them at the physical layer, but it may 
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lack the component to understand the data in the signals. Therefore, if the 
authentication depends on the correct understanding of the data, at upper 
layers, the CR receiver will be unable to authenticate the PU. One way is to 
allow PUs to add a cryptographic link signature to its signal, so the spec-
trum usage by PUs can be authenticated.

Identification is one of the basic security requirements for any communi-
cation device, whereby a user is associated with his or her unique identifier 
(e.g., IMSI in 3GPP networks). A tamper-proof identification mechanism 
is built into the SU unlicensed devices. It would be advantageous for a CR 
to know how many networks exist, how many users are associated with 
each network, and even certain properties about the devices themselves. 
To achieve this level of information, it is essential for a CR to gather an 
accurate notion of the RF environment. Service discovery and device iden-
tification provide the necessary building blocks for constructing efficient 
and trustworthy CRNs.

Integrity is of importance in a wireless environment because, unlike 
their wired counterparts, the medium is easily accessible to intruders. It 
is related to the detection of any intentional or unintentional changes to 
the data occurring during transmission. Data integrity in CRNs can be 
achieved by applying higher cryptographic techniques.

Nonrepudiation techniques prevent either the sender or receiver from 
denying a transmitted message. In a CR ad hoc network setting, if mali-
cious SUs violating the protocol are identified, nonrepudiation techniques 
can be used to prove the misbehavior and disassociate/ban the malicious 
users from the secondary network. The proof of an activity that has already 
happened should be available in CRNs.

Availability refers to the ability of PUs and SUs to access the spec-
trum in CRNs. For PUs, availability refers to being able to transmit in the 
licensed band without harmful interference from SUs. On the other hand, 
for SUs, availability refers to the existence of chunks of spectrum, in which 
the SU can transmit without causing harmful interference to the PUs. In 
CR, one of the important functions of this service is to prevent energy 
starvation and DoS attacks, as well as misbehavior.

7.5.2  chArActeriStic AttAckS in crnS

Depending on their target in security requirements, attacks in CRNs can 
be broadly categorized into two types [38]:

• Selfish attacks occur when an intruder wants to use the spectrum 
with higher priority. This attack meets its target by misleading 
other unlicensed users to believe he or she is a licensed user. In 
that way, the adversarial user can occupy the spectrum resource 
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as long as that user wants. This selfish behavior does not obey the 
spectrum sharing scheme [40]. Selfish SUs increase their accessing 
probability by changing the transmission parameters to enhance 
their own utilities by degrading the performance of other users. 
Hence, the CRN performance is degraded.

• Malicious attacks are related to the cases when the adversary pre-
vents other unlicensed users from using the spectrum and causes 
DoS. These types of attacks drastically decrease the available 
bandwidth and break down the whole traffic.

There are other different types of attacks; for example, attacks on spec-
trum managers [41]. If the spectrum manager is not available, communica-
tion between CR nodes is not possible. The spectrum availability should 
be distributed and replicated in CRNs, whereas the attack can be prevented 
by specific pilot channels in the licensed band. As for eavesdropping on the 
transmission range of CR, it is not limited to a short distance because it is 
using unlicensed bands.

In Table 7.3, characteristic attacks in CRNs are emphasized and clas-
sified depending on various protocol stack layers. Also, these attacks 
can adversely affect the final layer of the communication protocol stack 
because protocols that run at the application layer rest on the services pro-
vided by lower layers. Most of these attacks are comprehensively analyzed 
by Mathur and Subbalakshmi [42].

However, adversaries can launch attacks targeting multiple layers. These 
are also known as cross-layer attacks and can affect the entire cognitive 
cycle because attacks at all layers become feasible [3].

7.5.3  Secure Spectrum mAnAgement

One of CR’s functions is to detect spectrum holes by spectrum sensing. It 
keeps monitoring a given spectrum band and captures the information. CR 
users can temporarily use the spectrum holes without creating any harmful 
interference to the PUs. CR must periodically sense the spectrum to detect 
the presence of incumbents and quit the band once detected. The detec-
tion techniques that are often used in local sensing are energy detection, 
matched filter, and cylcostationary feature detection [2].

The main benefit of introducing security in the spectrum decision pro-
cess is a stronger guarantee that the service of PUs will not be signifi-
cantly disrupted. The resilience of the spectrum decision against malicious 
attackers protects the secondary network at no additional cost. Many exist-
ing dynamic spectrum access protocols make spectrum decisions based 
under the assumption that all involved parties are honest and there is no 
malicious outsider that can manipulate the decision process. Jakimoski and 

 



296 Wireless Multimedia Communication Systems

TABLE 7.3
Characteristic Attacks in CRNs

Layer Security Attack Description

Transport 
layer

Key depletion 
attack

Because of a high number of sessions, the number of 
key establishments can increase the probability of 
the same key being used twice

Jellyfish attack An attacker causes the victim’s cognitive node to 
switch from one to another frequency band, thereby 
causing considerable delay

Lion attack A malicious node actually causes the jamming to 
slow down the throughput of the TCP by forcing 
handover’s frequency

Network 
layer

Network 
endoparasite attack

The malicious nodes attempt to increase the 
interference at a heavily loaded high-priority 
channel

Channel 
endoparasite attack

A compromised node launches an attack by 
switching all its interfaces to the channel that is 
being used by the highest priority link

Low-cost Ripple 
effect attack

Compromised node can transmit the misleading 
channel information and forces other nodes to 
adjust their channel assignments

Link 
layer

Biased utility attack A malicious SU can intentionally tweak parameters 
of the utility function to increase its bandwidth

Asynchronous 
sensing attack

A malicious SU can transmit asynchronously instead 
of synchronizing the sensing activity with other 
SUs in the network during the sensing process

False feedback 
attack

False feedback from one user or a group of 
malicious users can make other SUs take 
inappropriate action and violate the protocol terms

Physical 
layer

Intentional jamming 
attack

The malicious SU jams PUs and other SUs by 
intentionally and continuously transmitting in a 
licensed band

Primary receiver 
jamming attack

A lack of knowledge about the location of primary 
receivers can be used by a malicious entity to 
intentionally cause harmful interference to a victim 
primary receiver

Sensitivity 
amplifying attack

Some PU detection techniques have higher sensitivity 
toward primary transmissions with a view to 
preventing interference to the primary network

Overlapping attack Transmissions from malicious entities can cause 
harm to PUs and SUs, not only in one network but 
also in other CRNs belonging to the same 
geographical region
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Subbalakshmi [43] assumed that there is some synchronization among the 
nodes in the cluster in the network. The time is divided into equal length 
intervals, whereas the nodes know when each cycle begins and ends. They 
are also aware of the schedule of the events during a cycle, that is, which 
node sends its channel availability data, which channels it uses, etc. Three 
main events are handled in a given cycle: (1) one or more nodes can join 
the spectrum decision process in a given cluster, (2) the nodes of the cluster 
send their spectrum sensing data, and (3) the cluster head sends the final 
channel assignment to the other nodes.

The protocols of different layers of CRNs must be able to adapt to the 
channel parameters of the operating frequency. Also, they must be appar-
ent to the spectrum handover and related latency. When implementing an 
algorithm, the best available spectrum should be chosen depending on the 
channel characteristics of the available spectrum and the QoS require-
ments of the CR user.

7.6  SECURITY IN WMNs

The multihop behavioral characteristics of WMNs (see Chapter 5) creates 
challenges in the security of traffic operations while in transmission through 
the WG to the wireless cloud. The dynamic topology updates further expose 
the whole network security to persistent and corruptible attacks. The reli-
ability and authentication of data traffic in WMN during neighborhood node 
exchanges through link state and in routing operations are loose and very inse-
cure. The ease in WMN integration with other wireless nodes and communi-
cation networks, like in broadband and multimedia, has also established the 
necessity for an unyielding privacy protection and security mechanisms.

The distributed-sequenced mechanism in the MAC channel frames also 
creates susceptibility to attacks whereas the mobile mesh client nodes and 
its consequent dynamic topology in the wireless mesh infrastructure also 
establish the need for a more effective, resilient, and comprehensive secu-
rity system in WMNs [4]. The constraint in WMN security creates the 
challenge of possible attacks by invasive malicious codes when an attack 
becomes distributed in the architecture through the simple dynamism of 
mesh. These attacks compromise confidentiality and integrity, and violate 
the privacy of the users. Furthermore, the nodes can also be compromised 
by the operation of traffic transmission, unverified router information 
exchange traffic, and network notification infiltration. Security in WMNs 
explores key security challenges set in diverse scenarios, as well as emerg-
ing standards that include authentication, access control and authorization, 
attacks, privacy and trust, encryption, key management, identity manage-
ment, DoS attacks, intrusion detection and prevention, secure routing, and 
security policies [44].
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7.6.1  typicAl Security AttAckS in WmnS

Distributed-sequenced network architecture, vulnerability of the shared 
wireless medium in the access channel, and the neighborhood clients’ 
information exchanges expose the WMN to various security attacks. The 
WMN is a dynamic multihop environment and frequent changes in the 
topology require security authentication for notification updates. Security 
attacks can occur at the routing layers, during the client node updates, and 
as notification message infection. In addition, there are communication 
security risks during routing operation and packet transmission. Typical 
attacks and security impairments in WMN protocol stacks are presented 
in Table 7.4. These attacks create negative impairments, message corrup-
tion, network infiltration, and depreciate network resources.

In summary, these attacks damage and compromise data traffic by 
affecting essential network elements and functionalities such as APs, MTs 
power supplies, node mobility, routing tables, and cache [4]. Security chal-
lenges can be resolved by counterattacked mechanisms, intrusion detection 
concepts, and network resolution or diffusion of affected threats in the net-
work. In multihop wireless network architecture, the security mechanism 
uses a comprehensive security mesh key and encryption. A secure MAC 
layer also ensures that traffic from WMNs is authorized, and doing this 
safeguards access into neighborhood nodes. WMN security attacks can 
occur on a protocol layer or on a multiprotocol communication. Therefore, 
a multiprotocol mesh solution approach remains the most promising tech-
nique to resolving these security issues.

DoS is a major security attack that frequently occurs in WMNs. In 
distributed- sequenced traffic processing, it results in a worse scenario 
called distributed denial of service (DDoS) and it is an even more severe 
threat to WMNs. This security threat occurs when requesting nodes are 
not offered with requested services and updates in a maximum given 

TABLE 7.4
Security Attacks in WMN Protocol Stack
Application layer Resources depletion and application authentication errors
Transport layer Domain name system (DNS) spoofing and traffic attacks 

spurious message
Network layer Black hole, wormhole, gray hole, rushing attacks, 

location disclosure, and DoS
Link layer Jamming and flooding attacks
Physical layer Tampering, collision jamming, physical attacks and 

battery exhaustion
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time. It affects network availability and reduces communication between 
network devices in data transmission and reception. Also, it violates the 
access security and authentication of traffic in ubiquitous WMN, thus pre-
venting communication of transmissions by stopping a sending/receiving 
device and possibly any links as well. DDoS attack on mesh routers (MR) 
can paralyze the entire transmission of data packets across the WMN. The 
DDoS threat can appear as a wormhole, black hole, or gray hole, and as 
distributed flooding DDoS attacks in the network layer.

DDoS is always very difficult to manage in large WWANs. They con-
sume large network resources to the extent of rendering the WMN ineffec-
tive. DDoS are spread by the naturally distributed processing architecture 
of the network. It normally quickly floods AP and backbone MR using 
those hierarchal control points to congest the WMN traffic. Antivirus soft-
ware is usually employed to neutralize the attacks and to destroy the DDoS 
zombies.

The DDoS can also be perceived as traffic flooding attack in the WMN, 
where the attack compromises a large number of mesh clients in a cam-
pus network. It overflows the network and causes flooding. It congests the 
network resource and occupies the available bandwidth. The WMN rout-
ing mechanism in multihop transmission keeps changing from disjointed 
traffic, to slow and quiet traffic in the backbone, to active exchanges in 
the peripherals. The attackers can infiltrate the routing mechanism and its 
performance by altering, tampering, or even forging of false messages or 
router notifications. The attacker can modify packet data messages using 
replicate nodes to carry out DDoS attacks. In spoofing of wireless infra-
structure, the attacker uses a replicate or silent MitM attack to execute 
information disclosure threat in an enterprise deployment such as WMN. 
These attacks can be alleviated using the complete EAP method [45], 
which allows authentication between clients and the WMN infrastructure.

Furthermore, wormholes and black holes are attacks that cause secu-
rity weaknesses in the WMN routing. The black hole is a security attack 
situation in which a malicious node uses the routing protocol to advertise 
itself as having the shortest path to the node. In this situation, the mali-
cious node advertises itself to a node that it wants to intercept the packet. 
In a wormhole security attack, an intruder receives packets at one location 
and tunnels them selectively to another location in the network. Once the 
wormhole link (tunnel) is established, it can be used by the attacker to 
compromise the integrity of the WMN security. In a wormhole attack, the 
attacker uses DDoS techniques to threaten the WMN security.

In the physical layer, tampering with security threats involves the 
attacker modifying the traffic information on routed packets. The 
WMN works on the principle of mutual meshing and supportive hierar-
chal network. Because of this fact, the attacker can distort the sequence 
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numbering, number of hops, or other frame fields while transmitting data. 
Consequently, this causes network resources to reroute, redirect, and 
reconfigure routes, taking up bandwidth and processing time and, conse-
quently, degrading the eventual performance of the entire WMN [4]. It can 
sometimes result in a looping problem and high overheads in the network. 
Tampering generally occurs when routing information is lacking in reli-
ability checks and accuracy.

In addition, the physical layer is susceptible to signal jamming. This 
is the security threat that occurs when an attacker jams the interface of a 
transmitting or routing node on the physical channel. They usually employ 
frequency hopping on the communicating node or may even use the 
defense techniques of spread frequency spectrum matching over the com-
municating signal range. This security threat is very difficult to prevent 
using detection intrusion because the attacker blocks the sensing devices. 
In some level of the hierarchal model, the attack is flooding and causes a 
frequency jamming attack in the physical layer.

Other security threats involve forging. In this scenario, the attacker 
forges network notification messages and broadcasts wrong information to 
the network and other surrounding nodes. Wrong routing information such 
as link availability and hop counts are usually forged by the attacker. The 
poor verification and authentication of the packet data contributes more to 
this threat in WMN. In addition, other threats in the WMN routing include 
resource depletion attacks and rushing attacks. These security threats 
attack bandwidth, the node header, routing table, cache, and the battery of 
the node routers. In the rushing and resource depletion attacks, the attacker 
continuously sends a lot of route request packets over the WMN in a short 
time, creating a bottleneck and congestion for nodes processing these net-
work route notifications. These insidious attacks deplete or slow down the 
network resources.

7.6.2  Selective JAmming

A wireless environment is invariably vulnerable to external and internal 
attacks. External attacks take the form of random channel jamming, packet 
replay, and packet fabrication, and are launched by foreign devices that are 
unaware of network secrets (e.g., cryptographic credentials and pseudoran-
dom spreading codes). They are relatively easier to counter through a com-
bination of cryptography-based and robust communication techniques. In 
contrast, internal (insider) attacks, which are launched from compromised 
nodes, are much more sophisticated. These attacks exploit knowledge of 
network secrets and protocol semantics to selectively and adaptively target 
critical network functions.

 



301Security in Wireless Multimedia Communications

Although all wireless networks are susceptible to insider attacks, WMNs 
are particularly vulnerable to them for a number of reasons [46]:

• Mesh nodes are relatively cheap devices with poor physical secu-
rity, which makes them potential targets for node capture and 
compromise

• Given their relatively advanced hardware, WMNs often adopt a 
multichannel design, with one or more channels dedicated to con-
trol/broadcast purposes. Such static design makes it easier for an 
attacker to selectively target control/broadcast information

• The reliance on multihop routes further accentuates the WMN’s 
vulnerability to compromised relays, which can drop control mes-
sages to enforce a certain routing behavior (e.g., force packets to 
follow long or inconsistent routes)

Attack selectivity can be achieved, for example, by overhearing the first few 
bits of a packet or by classification of transmissions based on protocol seman-
tics. Internal attacks cannot be mitigated using only proactive methods that 
rely on network secrets because the attacker already has access to such secrets. 
They additionally require protocols with built-in security measures, through 
which the attacker can be detected and its selective nature neutralized.

Jamming in wireless networks has been primarily analyzed under an 
external adversarial model as a severe form of DoS against the physical layer. 
Existing antijamming strategies employ some form of spread spectrum com-
munication, in which the signal is spread across a large bandwidth according 
to a pseudo-noise code. However, the spread spectrum technique can protect 
wireless communications only to the extent that the pseudo-noise codes remain 
secret. Insiders with knowledge of the commonly shared pseudo-noise codes 
can still launch jamming attacks. Using their knowledge of the protocol spe-
cifics, they can selectively target particular channels/layers/protocols/packets.

7.6.2.1  Channel-Selective Jamming
Control channels in a WMN are reserved for control information broad-
casting. These channels facilitate operations such as network discovery, 
time synchronization, coordination of shared medium access, and routing 
path discovery without interfering with the communications of stations 
with mesh APs (MAPs) [46]. An adversary who selectively targets the 
control channels can efficiently launch a DoS attack with a fairly limited 
amount of resources. To launch a channel-selective jamming attack, an 
intruder must be aware of the location of the targeted channel, whether 
defined by a separate frequency band, time slot, or pseudo-noise code. It 
should be noted that the control channels are inherently broadcast. Thus, 
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every intended receiver must be aware of the secrets used to protect the 
transmission of control packets.

Example 7.3

Consider the effect of channel-selective jamming on MAC pro-
tocols for multichannel WMNs. A multichannel MAC (MMAC) 
protocol with split-phase design [47] is employed to coordinate 
access for multiple nodes residing in the same collision domain 
to the common set of channels. In this design, time is split into 
alternating control and data transmission phases. During the con-
trol phase, every node converges to a default channel to negotiate 
the channel assignment. In the data transmission phase, devices 
switch to the agreed upon channels to perform data transmissions.

By employing a channel-selective strategy, an insider can jam 
only the default channel and only during the control phase. Any 
node that is unable to access the default channel during the control 
phase must defer the channel negotiation process to the next control 
phase, thus remaining inactive during the following data transmis-
sion phase. This attack is illustrated in Figure 7.6. It should be noted 
that the effect of this channel-selective jamming attack is propa-
gated to all frequency bands at a low energy overhead because only 
a single channel is targeted and only for a fraction of time.

Several antijamming methods have been identified to address 
channel-selective attacks from insider nodes [46]:

• Replication of control information represents an intui-
tive approach to counter channel-selective jamming using 
multiple broadcast channels. In this case, an insider with 
limited hardware resources cannot jam all broadcasts 
simultaneously.

3

2

1

Data

Data

Data

Inactive

Inactive
Channel-selective

jamming

Inactive

Channel Data phaseControl phase Control phase Data phase

FIGURE 7.6 Channel-selective jamming attack on MMAC with split-phase 
design.
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• Assignment of unique pseudo-noise codes is an alterna-
tive method for neutralizing channel-selective attacks by 
dynamically varying the location of the broadcast channel 
based on the physical location of the communicating nodes. 
Broadcast communication can be repaired locally if a jam-
mer appears, without the need to reestablish a global broad-
cast channel.

• Elimination of secrets is designed to counter selective insider 
jamming attacks in the first place. A transmitter randomly 
selects a public pseudo-noise code. To recover a transmit-
ted packet, receivers must record the transmitted signal 
and attempt to decode it using every code in the public 
codebook.

7.6.2.2  Data-Selective Jamming
To improve the energy efficiency of selective jamming and reduce the risk 
of detection, an inside attacker can exercise a greater degree of selectivity 
by targeting specific packets of high importance. An example of this attack 
is shown in Figure 7.7, where MPa transmits a packet to MPb. Jammer 
(compromised) MAPj classifies the transmitted packet after overhearing 
its first few bytes. MAPj then interferes with the reception of the rest of the 
packet at MPb.

Packet classification can also be achieved by observing headers of vari-
ous layers or implicit packet identifiers such as packet length, or precise 
protocol timing information. For example, control packets are usually 
much smaller than data packets. The packet length of an eminent trans-
mission can be inferred by decoding the network allocation vector field of 
request-to-send (RTS) and clear-to-send (CTS) messages.

An intuitive solution for preventing packet classification is to encrypt 
transmitted packets with a secret key. In this case, the entire packet, 

MPa MPb

Jammer MAPj

Header Payload

FIGURE 7.7 Data-selective jamming attack.
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including its headers, has to be encrypted. Although a shared key suffices to 
protect P2P communications, for broadcast packets, this key must be shared 
by all intended receivers. In symmetric block encryption schemes, reception of 
one cipher text block is sufficient to obtain the corresponding plaintext block if 
the decryption key is known. Hence, encryption alone does not prevent insid-
ers from classifying broadcast packets. To prevent classification, a packet must 
remain hidden until it is transmitted in its entirety.

7.7  SECURITY ASPECTS IN WMSNs

WMSNs have many unique features that differ from other wireless networks 
(see Chapter 6). However, similar to other wireless networks, one of the most 
significant challenges of sensor networks is the provision of secure communi-
cation. The lessons learned from protocol design for mobile ad hoc networks 
and scalar WSNs leads researchers to the conclusion that security is critical 
and should be taken into account from the start. The WMSN research com-
munity might be tempted to hastily assemble protocols without properly pro-
visioned security features. Nevertheless, attempts have been made to retrofit 
security measures to those protocols. Most of the time, these will not be fea-
sible and the original design decisions will no longer be valid.

From the general security point of view, there is no strict border between 
scalar WSNs and WMSNs. Therefore, some of the traditional security solu-
tions for WSNs can be easily adopted for WMSNs. However, WMSNs have 
some novel features that stem from the fact that some of the sensor nodes will 
have multimedia and higher computational capabilities. This brings new secu-
rity challenges as well as new protection opportunities [7].

7.7.1  potentiAl of ASymmetric cryptogrAphy

The area where multimedia streaming applications are different from 
other applications in wireless sensor networks is in the usability of encryp-
tion techniques to ensure confidentiality [48]. In a WSN, the public key 
cryptography schemes are not suitable because of their high power and 
computational requirements. Standard and advanced symmetric encryp-
tion schemes are commonly used. However, these schemes are unsuitable 
considering multimedia content. Multimedia data is generally larger in 
size and the use of these symmetric encryption schemes has memory and 
computational requirements that are unsupportable by the sensor nodes.

Using continuously developing technology, multimedia sensor nodes 
will be increasingly more powerful in the following years, even for the 
sake of properly handling the multimedia content. Moreover, in-node 
processing is going to be necessary to minimize bandwidth utilization. 
Abstractions of the sensed data will be computed inside the node and the 
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node itself will decide whether the information should be transmitted and 
whether it should first send as a part of the abstracted data or as a part of 
the sensed data. Therefore, asymmetric cryptography will be feasible for 
wireless multimedia sensor nodes. Moreover, it is a perspective approach 
in many cases, from authentication to routing.

Furthermore, it has been shown that even nodes with highly constrained 
computing power limitations can use asymmetric cryptography when effi-
cient asymmetric algorithms are used. Probably, elliptic curve cryptogra-
phy algorithms are going to be the most attractive ones because of their 
unique characteristics such as the small key size, fast computations, and 
bandwidth savings [49]. Even relatively lightweight WMSN nodes will 
choose asymmetric cryptography as the best approach in most cases. In 
addition, time synchronization is generally not going to be needed because 
it is only required to provide authentication with symmetric cryptography.

Example 7.4

An elliptic curve over a finite field associated with a prime num-
ber p > 3 can be written as

 y2 = x3 + ax + b, (7.2)

where a and b are two integers that satisfy 4a3 + 27b2 ≠ 0 (mod 
p). Then, the elliptic group, Ep(a, b), is the set of pairs (x, y), where 
0 ≤ x, y < p, satisfying Equation 7.2.

Let A = (x1, y1) and B = (x2, y2) be in Ep(a, b), then A ⊙ B = (x3, 
y3) is defined as

 x3 = λ2 − x1 − x2 (mod p), 
(7.3)

 y3 = λ(x1 − x3) − y1 (mod p),

where

 λ =

−
−
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+ =
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As an illustrative example, points on the elliptic curve E31(1, 5) 
are given in Table 7.5.
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7.7.2  vulnerAbilitieS of WmSnS

Due to the characteristics of restricted resources and operation in a hostile 
environment, WMSNs are subjected to numerous threats and vulnerabili-
ties mainly related to DoS and traffic analysis aspects. One advantage of 
WMSN nodes is that they are more powerful than scalar nodes, which 
translates into more computational power for resisting DoS-related attacks. 
Nevertheless, attackers can always bring even more powerful computing 
resources to perform their attacks. DoS attacks are very complex because 
they can be performed in so many different ways, and against any of the 
different communication layers. Moreover, protecting a subset of WMSNs 
is obviously useless.

It is a well-known fact that trusting tamper resistance is problematic. 
Probably the best approach is to assume that tamper resistance is going to 
have limited effectiveness. Limiting the scope and the amount of sensible 
information, including keys, stored in each sensor is also of importance. 
In the case of networks that use asymmetric cryptography, in every node, 
there only needs to be its own private key and several public keys. So, 
when one node is compromised and tampered, the damage is more con-
trolled. This is another point that supports the use of asymmetric cryptog-
raphy over symmetric cryptography solutions.

Reactive jamming attacks are a specific sort of jamming attack in 
which the intruder only jams channels with detected activity. These types 
of attacks are characteristic for surveillance applications where it can be 
performed to block the sink node to prevent it from receiving reports of an 
ongoing intrusion.

Collision attacks represent a robust and efficient way of producing the 
same end result as the jamming attacks. In a collision attack, an intruder 
only needs to send a byte when it overhears a packet to force the receiver of 
the packet to discard the entire message. The amount of energy to perform 
such attacks is much lower when compared with jamming attacks. Thus 
far, a proposed solution to this attack has been the use of strong error-
correcting codes. Nevertheless, for a given encoding, the attacker can just 
send more bytes than the error correction codes can correct. In addition, 
error-correcting codes add processing and traffic overhead.

TABLE 7.5
Points of the Elliptic Curve E31(1, 5)
(0, 6) (0, 25) (1, 10) (1, 21) (3, 2) (3, 29) (6, 14) (6, 17) (7, 13)
(7, 18) (11, 13) (11, 18) (12, 3) (12, 28) (13, 13) (13, 18) (14, 2) (14, 29)
(15, 4) (15, 27) (16, 5) (16, 26) (19, 1) (19, 30) (21, 7) (21, 24) (25, 0)
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Typically, attacks against the MAC protocols may be very hard to pre-
vent but their effects are mostly local and can be isolated using redundant 
routing techniques. On the other hand, attacks at the networking layer, spe-
cifically those against the routing protocols, can disrupt the entire network 
operation. Existing WMSN routing protocols are extremely vulnerable to 
black hole and wormhole attacks.

Traffic analysis is the process of intercepting and examining messages 
to deduce information from patterns in communication. It is a very effec-
tive way to determine the geographic location of a sink node. For example, 
if a sink node is well-concealed visually, an adversary cannot determine its 
location by visually scanning the area where the WMSN is deployed. That 
person needs to analyze the network traffic to determine the location of a 
sink node in such cases. Furthermore, if the WMSN covers a large area, it 
is very difficult for the adversary to scan every location to find a sink node. 
However, by analyzing network traffic, an intruder can quickly track its 
location. In some other cases, it is impractical for the adversary to freely 
move from place to place to visually search a sink node. For example, an 
adversary monitoring a WMSN needs to hide from sensor nodes. Traffic 
analysis provides that person an efficient way to find the location of the 
sink node.

Even with hop-by-hop re-encrypted packets, an adversary can still 
deduce significant information that can reveal the sink node location by 
monitoring traffic volume, or by looking at time correlations [50]. The 
act of transmitting itself reveals information to the attacker, regardless of 
whether packet contents can be inspected. In the case of rate monitoring, 
the volume of transmissions can be exploited, whereas in the case of time 
correlation, an adversary can listen to a transmission and also the next-hop 
forwarding along a relay path. The adversary infers some path relationship 
between two neighboring nodes regardless of whether the packet is redis-
guised at each hop.

In a rate monitoring attack, an adversary monitors the packet sending 
rate of nodes near the adversary, and moves closer to the nodes that have a 
higher packet sending rate. On the other hand, in a time correlation attack, 
an adversary observes the correlation in sending time between a node and 
its neighboring node that is assumed to be forwarding the same packet. 
The adversary infers the path by following each forwarding operation as 
the packet propagates toward the sink node.

Besides basic countermeasures (e.g., hop-by-hop re-encryption, imposi-
tion of a uniform packet rate, and removal of correlation between a packet’s 
receipt time and its forwarding time), more sophisticated countermeasures 
are proposed in a study by Deng et al. [50]. This technique introduces ran-
domness into the path taken by a packet. Packets may also fork into mul-
tiple fake paths to further confuse an adversary. A technique is introduced 
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to create multiple random areas of high communication activity to deceive 
an adversary about the true location of the sink node. The effectiveness of 
these countermeasures against traffic analysis attacks is demonstrated ana-
lytically and via simulation using three evaluation criteria: total entropy of 
the network, total overhead/energy consumed, and the ability to frustrate 
heuristic-based search techniques to locate a sink node.

7.8  CONCLUDING REMARKS

Wireless security has been an active and very broad research area since the 
last decade. Communications over wireless channels is, by nature, insecure 
and easily susceptible to various kinds of attacks. Regardless of how com-
plex any wireless system becomes, the issue of security should always be 
approached and managed in a structured and uniform way. Theoretically, 
security can be viewed through different levels (e.g., content, communi-
cation, and network) as well as from a lot of different requirement per-
spectives (e.g., user, network, service). Generally, it is critical to ensure 
that confidential data are accessible only to the intended users rather than 
intruders.

Although physical layers are mainly different considering various radio 
access technologies, security aspects and challenges at this layer are prac-
tically common for all wireless multimedia systems. Numerous physical 
layer security approaches have been introduced and evaluated in terms of 
their abilities and computational complexity. The implementation of physi-
cal layer security in a real environment is part of a layered approach, and 
the design of protocols that combine traditional cryptographic techniques 
with physical layer techniques is an interesting research direction.

Mobile networks are known as a reliable and secure platform for voice 
communication. With the implementation of next generation mobile net-
works comes the need to open up these closely guarded networks to a 
much more diverse set of users and multimedia services. A lot of security 
issues for the LTE networks are still open research issues without com-
prehensive resolutions. Future mobile networks need to alleviate the over-
heads of the cryptographic operations to achieve a trade-off between the 
security functionality and the overheads. Design of efficient and secure 
group-based access authentication schemes for mass device connection is 
still a key challenging issue.

Along with the realization of cognitive radios, new security threats have 
been raised. Intruders can exploit several vulnerabilities of this new tech-
nology and cause severe performance degradation. Security threats are 
mainly related to two fundamental characteristics of cognitive radios: cog-
nitive capability and reconfigurability. Threats related to cognitive capabil-
ity include attacks launched by intruders that mimic primary transmitters 
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and transmission of false observations related to spectrum sensing. On the 
other hand, reconfiguration can be exploited by attackers through the use 
of malicious code installed in cognitive radios. Furthermore, as CRNs are 
wireless in nature, they face all the classic threats present in traditional 
wireless networks.

Wireless mesh topology is exposed to numerous security challenges not 
only in the transmission operation but also in the overall security against 
foreign attacks. The vulnerabilities in broadband domain, challenges in 
the routing layer, as well as new concepts to solving security challenges in 
WMNs using traffic engineering resolution techniques, can be identified.

DoS, which is a main challenging problem in traditional sensor systems, 
will continue to be one of the main security issues in WMSNs. Because 
visual surveillance is expected to be the most important application, traffic 
analysis attacks are the next challenging area for WMSN security. Here, 
secure high-level data aggregation, intruder nodes and multiple identity 
attacks, detection of compromised nodes, and privacy concerns constitute 
some of the most important security challenges that need to be addressed.
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8 Wireless 
Communication Systems 
in the Smart Grid

With the increasing interest from both academic and industrial communi-
ties, this chapter describes the developments in communication technol-
ogy for the smart grid (SG). The smart grid can be defined as an electrical 
system that uses information, two-way secure communication technolo-
gies, and computational intelligence in an integrated fashion across the 
entire spectrum of the energy system from the generation to the end points 
of the power consumption. Communication networks play a critical role 
in the smart grid, as the intelligence of this complex system is built based 
on information exchange across the power grid. In particular, wireless 
networks will be deployed widely in the smart grid for data collection 
and remote control purposes. The design of the communication network 
associated with the smart grid involves a detailed analysis of require-
ments, including the choice of the most suitable technologies for each 
case study and the architecture for the resultant heterogeneous system. 
Fundamental control technologies for communications, data management 
diagnostic analysis, and work management are also required. The smart 
grid uses communication and information technologies to provide utili-
ties regarding the state of the grid. Using intelligent wireless communica-
tions, load scheduling can be implemented so that peak demand can be 
flattened. This reduces the need to bring additional expensive generation 
plants online.

8.1  INTRODUCTION

Affordable and reliable electric power is fundamental to modern society 
and economy. With the application of microprocessors, reliable and qual-
ity electric power is becoming increasingly important. On the other hand, 
the electric grid was cited by the National Academy of Engineering as the 
supreme engineering achievement of the twentieth century [1]. Efforts to 
modernize the grid are motivated by several goals:
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 a. To make the production and  delivery  of  electricity  more  cost- 
effective

 b. To provide consumers with electronically available information 
and automated tools to help them make more informed decisions 
about their energy consumption and cost control

 c. To help reduce the production of greenhouse gas emissions in gen-
erating electricity by permitting greater use of renewable sources

 d. To improve the reliability service
 e. To prepare the grid to support a growing fleet of electric vehicles 

to reduce dependence on oil

There exists several ways to make the transmission and distribution 
systems more efficient. In most cases, there are no sensors in distribu-
tion grids that communicate the actual voltages delivered to customers, so 
systems must be operated based on estimates of losses along the line. The 
deployment of automated sensors and control that permit dynamic voltage 
and reactive power optimization may permit the reduction of voltage levels 
by a few percent and reduce power consumption. Another source of inef-
ficiency arises from the peaked nature of electricity demands. Investment 
reduction that will be required to replace old generation and transmis-
sion facilities can be achieved also by using electricity more efficiently. 
Electricity is consumed by three categories of users: residential, commer-
cial, and industrial. Each category accounts for roughly one-third of over-
all consumption. Automation and information technologies have been used 
for many years to increase efficiency when necessary in commercial and 
industrial environments. As for the consumers, they generally pay little 
attention to how they use electricity because they do not receive any timely 
or actionable information about consumption. Smart meters that electroni-
cally record interval data can provide near real-time information about 
electricity usage and cost to an in-home display or software application 
that allows consumers to make reasonable choices about energy use and 
cost control. A computer-based energy management system can receive 
dynamic pricing information over the Internet and adjust lighting, air con-
ditioning, and application operation in accordance with the consumer’s 
preferences to minimize cost.

The electricity production and consumption, being under rules for 
almost a century, is undergoing a revolution supported by information and 
communication technologies (ICTs). Modern society critically depends on 
a reliable supply of high-quality electrical energy. The essential concept 
of the SG is the integration of advanced information technology, digital 
communication, sensing, measurement, and control technologies into the 
power system [2]. Using ICT in a smart way can help reduce energy con-
sumption in different energy-human sectors, such as telecommunications, 
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transport, logistics, and so on. The development of the SG presents one 
global priority with numerous benefits. In the United States, the transition 
to the SG is under way. Significant SG efforts are also under way in other 
countries, including China, Japan, Korea, Australia, and EU, among others 
[2,3]. The worldwide use of energy is growing, generating greater demand, 
but the supply is limited.

This chapter starts by enumerating the key requirements and by estab-
lishing the standards for the SG. Then, it deals with the main component 
of the SG together with the corresponding communication architecture. 
A brief description of the effective demand load control is presented. The 
importance of wireless mesh networking as well as the heterogeneous net-
work integration to coordinate the SG functions is invoked too. Next, it 
deals with SG and sensor networks together with smart microgrid network. 
Finally, an outline of the SG demand response (DR) concludes the chapter 
followed by a discussion.

8.2  KEY REQUIREMENTS OF THE SMART GRID

The SG evolves the architecture of legacy grid, which can be characterized 
as providing a one-way flow of centrally generated power to end users into a 
more distributed, dynamic system characterized by a two-way flow of power 
and information. The SG will involve networking vast numbers of sensors 
in transmission and distribution facilities, smart meters, back-office sys-
tems, and home devices that will interact with the grid [2]. Large amounts 
of data traffic will be generated by meters, sensors, and synchrophasors.

Although networking technologies and systems have been greatly 
enhanced, the SG faces challenges in terms of reliability and security in 
both wired and wireless communication environments. Some of the key 
requirements of the SG from the aspects of global multimedia communi-
cations include the following [2]:

• Integration of renewable energy resources
• Active end user perception to enable energy conservation
• Secure communications
• Better utilization of existing assets to address long-term 

sustainability
• Management of distributed generation and information storage
• Integration, communication, and control across the information 

system to promote open system interoperability and to increase 
safety and operational flexibility

From a technical component’s perspective, the SG is a highly complex 
combination and integration of multiple analog and digital technologies 
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and systems. The automation being applied to the electric grid is similar in 
concept to the network management and operations support systems that 
were applied to the telecommunication networks in the 1970s and 1980s. 
Applying ICT to the grid is not straightforward because it must account for 
constraints that did not exist in automating the telecommunication network. 
For example, unlike the communication network, which routes packets of 
information, the electric grid routes power flows that are constrained by 
the laws of physics. Some SG applications that control generators or sub-
stations have latency requirements measured in milliseconds, although the 
consequences of failing to deliver a control packet on time can be harmful. 
On the other hand, applications such as the communication of smart meter 
interval data have much less stringent requirements. Characterizing the 
performance requirements is crucial to understanding which communica-
tion technology should be used for various SG applications.

Advanced and new grid components allow for more efficient energy 
supply, better reliability, and availability of power. Components include, 
for example, advanced conductors and superconductors, improved electric 
storage components, advanced power electronics, and distributed energy 
generation. Smart devices and smart metering include sensors and sensor 
networks. Information provided by sensors need to be transmitted over a 
communication backbone. This backbone is characterized by a high-speed 
and two-way communication. Different multimedia communication appli-
cations and technologies form the communication backbone. Utilities have 
the choice between multiple and diverse technologies in the area of multi-
media communication networking.

8.2.1  Establishing standards for thE smart grid

Control systems operated by different electric utilities whose networks 
interconnect will need to exchange information. User-owned smart appli-
ances, energy managements systems, and electric vehicles need to com-
municate with the SG. Standards defining the meaning, representation, 
and protocols for data transport are essential for this complex system to 
interoperate seamlessly and securely. The development of standards for 
the SG requires efforts at regional, national, and international levels. 
Although electric utilities typically operate within national boundaries, 
there are interconnections across borders. In addition, many of the equip-
ment and systems suppliers are global companies that seek to address mar-
kets worldwide. Unnecessary variations in equipment and systems to meet 
different national standards add costs, which get passed on to consum-
ers. International standards promote supplier competition and expend the 
range of options available to utilities, resulting in cost reduction.
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The technical standards for SG are being development by more than 
20 organizations, most of them international in scope, including the 
International Electrotechnical Commission (IEC), the International 
Organization for Standardization (ISO), the Institute of Electrical and 
Electronics Engineers (IEEE), the International Telecommunication Union 
(ITU), and the Internet Engineering Task Force (IETF), among others. 
During 2009, the National Institute of Standards and Technology (NIST) 
engaged more than 1500 stakeholders representing hundreds of organiza-
tions in a series of public workshops over a 9-month period to create a 
high-level architectural model for the SG, to analyze the cases used, and to 
identify applicable standards, gaps in currently available standards, and pri-
orities for new standardization activities [3]. The result of the study “Release 
1.0 NIST Framework and Roadmap for Smart Grid Interoperability” was 
published in January 2010 [4]. To evolve the initial framework, late in 2009, 
NIST established a new partnership, the Smart Grid Interoperability Panel 
(SGIP), which has international participation. This body, with more than 
640 organizations and companies, is also guiding the testing and certifica-
tion framework for the SG. NIST and SGIP are establishing cooperative 
relationships with the corresponding SG standardization initiatives that are 
under way in other parts of the world [5]. For example, in Europe, the Joint 
Working Group on Standards for Smart Grids has been established together 
with the European Telecommunications Standards Institute (ETSI) and the 
European Committee for Standardization [6]. Japan has developed an ini-
tial standard for the SG and has established a Smart Community Alliance 
[7], which has extended the concept of the SG beyond the metric system 
to encompass energy efficiency and for the intelligent management of 
other resources such as water, gas, and transportation. The government of 
South Korea has announced a plan for a national SG network implementa-
tion and is beginning to work on a standards roadmap [8]. The State Grid 
Corporation of China has developed a draft “Framework and Roadmap for 
Strong and Smart Grid Standards” [9]. International cooperation among 
these efforts is under way through a recently established International 
Smart Grid Action Network (ISGAN) [5]. ISGAN’s vision is to accelerate 
progress on the key aspects of SG policy, technology, and related standards 
through voluntary participation by governments in specific projects and 
programs.

8.2.2  ComponEnts of thE smart grid

The main components of the SG are new and advanced grid components, 
smart devices and smart metering, integrated communication technolo-
gies, programs for decision support and human interfaces, and advanced 
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control systems. An overview of the main components of an SG is shown 
in Figure 8.1.

New and advanced grid components allow for a more efficient energy 
supply and better reliability and availability of power, as it was mentioned. 
Smart devices and smart metering include sensor networks. Sensors are 
used at multiple places along the grid, at transformers and substations, or 
at users’ homes [10]. They play an outstanding role in the area of remote 
monitoring, and they enable new business processes such as real-time pric-
ing (RTP). Control centers can immediately receive accurate information 
about the actual grid condition. Smart meters allow for real-time deter-
mination and information storage of energy consumption and provide the 
possibility to read consumption both locally and remotely [11].

Information provided by sensors and smart meters needs to be transmit-
ted over a communication backbone, which is composed of heterogeneous 
technologies and applications. These can be classified into the communi-
cation services group shown in Table 8.1, together with brief descriptions 
and examples. Usually, WANs and LANs are deployed within a SG [12].

The data volume in the SG will increase tremendously compared with 
traditional grids. Tools and applications include systems based on artificial 
intelligence and semiautonomous agent software, visualization technolo-
gies, alerting tools, advanced control, and performance review applications 
as well as data and simulation applications and geographic information 
system (GIS). Artificial intelligence methods as well as semiautonomous 
agent software, for example, contribute to minimize data volume and to 
create a format most effective for user comprehension in which the soft-
ware has features that learn from input and adapts. As for GIS, it provides 

New and
advanced grid
components

Smart devices
and smart
metering

Advanced
control systems

Smart grid

Programs for
decision support

and human 
interfaces

Integrated
communications

technologies

FIGURE 8.1 Main components of the smart grid.
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location and spatial information and tailors them to the specific require-
ments for decision support systems along the SG.

Advanced control systems monitor and control the essential elements 
of the SG. Computer-based algorithms allow efficient data collection and 
analysis, provide solutions to human operators, and are also able to act 
autonomously. Faults can be detected much faster compared with tra-
ditional grids, and outage times can be significantly reduced. To fulfill 
these requirements, the SG communication infrastructure has to integrate 
enabling networking technologies.

8.3  COMMUNICATION ARCHITECTURE 
FOR THE SMART GRID

The SG is usually deployed in a considerably wide geographical area. 
Consequently, the communication infrastructure of the SG has to cover 
the entire region with the intention to connect a large set of nodes. The 
communication infrastructure is envisioned to be a multilayer structure 
that extends across the entire SG, as shown in Figure 8.2.

In particular, home area networks (HANs) communicate with various 
smart devices (meters, sensors, and actuators) to provide energy efficiency 
management and DR. Neighborhood area networks (NANs) connect mul-
tiple HANs to local access points. WANs provide communication links 
between the NANs and the utility systems to transfer information. The 
three-layered structure of the communication networks provides a poten-
tial operation of the SG to operate economically, efficiently, reliably, and 

TABLE 8.1
Smart Grid Communication Applications and Technologies
Core networking Protocols needed to provide interoperability in a network that 

may significantly vary in topology and bandwidth
Security Security measures for consumer portals because they directly 

deal with information and billing process
Network management Standard technologies for collecting statistics, alarms, and 

status information on the communication network itself
Data structuring and 
application

“Metadata” for family describing and exchanging how 
devices are configured and how they report data

Power system 
operations

Several of the key applications for portals involve integration 
with distribution system operations, such as outage detection 
and power quality monitoring

Consumer applications Electrical metering and various aspects of building (home) 
automation
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securely. On the other hand, there are many challenges imposed on the 
design of the SG communication architecture: energy services, interoper-
ability, tremendous data amount, highly varying traffic, QoS, and security.

A unique characteristic of the SG is the integration of distributed renew-
able energy sources (e.g., solar and wind power). For an NAN, there are 
two main power sources: the power from the utility and the distributed 
renewable energy. These power sources have two essential differences: 
price and availability. Balancing the usage of different energy sources will 
be very important for power grid stability, availability, and operation cost.

Data will flow over generation, transmission, distribution, and user 
networks in the SG. A variety of technologies will be used to set up the 
communication architecture to provide enough information to the control 
centers. One of the major problems of the multitier topology of communi-
cation networks is interoperability among so many subnetworks [13].

The amount of data generated by smart devices will experience explo-
sive growth in the future. These tremendous data place considerable load 
on the communication infrastructure of the SG. There are large amounts 
of real-time and archival operational data in the SG. The amount of data 
varies tremendously during a day, so the traffic conditions change rapidly. 
During peak hours, the data communications require higher data rate and 
more reliable services.

Different categories of data have different QoS priorities in terms of 
transmission latency, bandwidth, reliability, and security. Information 
including device’s state, load, and power pricing should flow over the com-
munication network accurately, effectively, and reliably. A higher priority 
and guaranteed QoS should be provided to the meter data, and the power 
price data used for summarizing the monthly bill for electric usage have 
normal priority and QoS.

The SG will use computer networks for controlling and monitoring 
the power infrastructures. This in turn exposes the SG to outside attacks. 

Power generation

WAN NAN HAN

End user

Transmission Distribution

Control center

FIGURE 8.2 Multilayer structure across the smart grid.
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There are many potential threats within utilities, such as indiscretions by 
employees and authorization violation [14]. SG networks have to carry reli-
able and real-time information to the control centers of the utilities.

Cognitive radio-based communication architectures for the SG have 
been proposed by Yu et al. [15] and Wang et al. [16]. This architecture uses 
cognitive radio technology to enable the communication infrastructure 
more economically, flexibly, efficiently, and reliably. Cognitive radio refers 
to the potentiality that wireless systems are context aware and capable of 
reconfiguration based on the surrounding environments and their own 
properties (see Chapter 2).

The communication architecture has the hierarchical tree structure, 
including HAN, NAN, and WAN (Figure 8.3). Cognitive communications 
that operate in the unlicensed spectrum are applied in the HAN to coordi-
nate the heterogeneous wireless technologies. On the other side, cognitive 
communications that operate in the licensed spectrum are applied in the 
NAN and WAN to dynamically access the unoccupied spectrum. Table 8.2 
summarizes the features and technologies in the three subareas.

The HAN is a fundamental component that enables two-way commu-
nications to provide DR management services in the SG. Commissioning 
and control are two necessary functionalities in the HAN. Commissioning 
is specified to identify new devices and to manage the formation of the 
self-organizing network. Control is used to maintain the communication 
link between devices and to ensure interoperability within the SG. The 
HAN consists of a cognitive home gateway (CHGW), smart meters, sen-
sors, actuators, and other intelligent devices. It usually uses a star topology 
with either wired technologies (e.g., power line communication [PLC]) or 
different wireless technologies (e.g., ZigBee and Wi-Fi) [15].

Control center

WAN

CRBS

CRBS

CNGW
CHGW

CHGW

CHGW
CNGW

NAN
HAN

HAN

HAN
NAN

Power generation/
distributed

generation source

FIGURE 8.3 Cognitive radio-based communication architecture in the smart 
grid.
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In SG applications, the NANs will collect energy consumption infor-
mation from households in a neighborhood and distribute them to a util-
ity company through WAN. Cognitive NAN gateway (CNGW) connects 
several HGWs from multiple HANs. The HGWs are the data access points 
of the HANs to the outside NAN, and they also act as the cognitive nodes 
located in the NAN. From the technology point of view, the CNGW can 
be considered as the cognitive radio access point to provide a single-hop 
connection with CHGWs in a hybrid access manner. The CNGW manages 
the access of the CHGWs and distributes spectrum bands to them.

In the WAN, each CNGW is no longer an access point but a cognitive 
node with the capability to communicate with the control center through 
unused frequency space. This center is connected with cognitive radio 
base stations (CRBS) that are dispersed over a wide area (e.g., a city). In 
conjunction with the control center, there is a spectrum broker that plays an 
important role in sharing the spectrum resources among different NANs 
to enable the coexistence of multiple NANs. In a large geographical distri-
bution of NANs, several CNGWs may not be within the geographic area 
covered by base stations. These CNGWs have to communicate in an ad hoc 
mode to share unoccupied spectrum by themselves.

Example 8.1

The problem of transmitting power coordination among wireless 
nodes in a HAN can be formulated as follows. This is a non-
cooperative game in which the main participants are (a) player, 

TABLE 8.2
Features of the Cognitive Radio-Based Hierarchical Communication 
Infrastructure for the Smart Grid

Cognitive Area 
Networks

Home Area 
Network

Neighborhood 
Area Network

Wide Area 
Network

Spectrum band Unlicensed band Licensed band Licensed band
Network topology Decentralized/

centralized
Centralized Centralized

Network elements Smart meters/
sensors/actuators, 
CHGWs

CHGWs, CNGWs CNGWs, spectrum 
broker

Featured 
techniques

Cross-layer 
spectrum sharing, 
access control, 
power coordination

Hybrid dynamic 
spectrum access, 
guard channel, 
spectrum handover

Optimal spectrum 
leasing, joint 
spectrum 
management
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(b) action, and (c) utility. Each wireless node is an individual player 
in the game. On the other side, each player will take an action 
to adjust its transmitting power level according to that it offers. 
Finally, to define the utility for each player, we have to consider a 
HAN where, for example, I wireless nodes are intending to trans-
mit data [15]. The available rate of the ith node is given by the 
well-known Shannon’s formula, that is,
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where Bi is the channel bandwidth, while pi(f) and N0 are the 
power spectral density function of the system i and noise in 
receivers, respectively. Then the utility function of the ith node 
can be calculated from
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Here, αi is the constant for the corresponding node. This func-
tion defines the utility for each player, which reflects the player’s 
demand to find equilibrium between transmitting rate and energy 
consumption. It should be mentioned that this is one of the cru-
cial assignments in a cognitive- based SG communication archi-
tecture realization.

8.4  ROLE OF EFFECTIVE DEMAND LOAD 
CONTROL IN THE SMART GRID

Smart metering and two-way communication infrastructures realize the 
real-time interconnection of IP-addressable components at the consumer 
and operator premises over the Internet. These systems allow automated 
power consumption monitoring and control together with real-time elec-
tricity price signaling and fault diagnosis. These technologies together 
with electric energy storage entities, backup devices, and plug-in hybrid 
electric vehicles provide unique opportunities to address the challenge of 
managing consumer power demands in real time [17].

The main objective of demand load control in the SG is to alleviate peak 
loads, which cause major expenditures in power utility. This can be achieved 
by forwarding nonemergency power demands from peak load to off-peak load 
times or by using energy collected and stored during off-peak load times.
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In principle, demand load control does not reduce total power consumption 
because it either shifts demands in time or uses previously stored energy. Most 
important, demand load management reduces or eliminates the need for acti-
vating the supplementary means of power generation so as to satisfy increased 
demand during peak time. Effective demand load management reduces the 
cost of operating the grid, and consequently, it lowers electricity price.

The ground to address challenges in demand load control for the SG is 
now very high because of advances in communication infrastructures and 
the creation of a two-way channel for real-time communication between 
utility operators and consumers. Using this channel, information about 
power consumption is distributed to the operator control, which in turn 
takes automated demand load control decisions and makes them available 
to consumers through appropriate signaling.

Demand task scheduling means scheduling power demand tasks for 
activation at appropriate times. It can be performed by the operator or the 
user. In RTP, the operator can distribute price signals to encourage con-
sumers to shift their power demands during periods of low-cost energy, 
thus providing them to reduce their power consumption at peak-load times.

Example 8.2

Consider a scenario with real-time bidirectional connection between 
a controller located at the premises of the grid operator center and 
the IP-addressable smart metering devices (SMDs), each of which 
is connected to SG-enabled consumer appliances. The connec-
tion can be realized over a wireless network that interconnects the 
SMDs and the ZigBee-enabled plugs of appliances. ZigBee is often 
discussed as a standard for smart energy in HANs, with the inten-
tion of low-cost devices and low-energy use [18]. The basic compo-
nents of the architecture are presented in Figure 8.4.

SMD SG-enabled
appliances

SG-enabled
appliances

SG-enabled
appliances

SMD

SMD

Operator
controller

FIGURE 8.4 System architecture for power demand scheduling.
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The SG-enabled consumer appliances send power demand 
requests (dashed arrows) to the SMD, which further dispatches them 
to the controller located at the operator premises. The controller 
returns a schedule for each task (solid arrows), which is passed to 
the appliances through SMD. The received requests have different 
power requirements, durations (which may be even unknown), and 
time flexibility into their satisfaction. Flexibility could be modeled 
as a deadline by which a demand is to be activated. The controller 
decides on the time of the activation of different power demand 
tasks. Then it sends the corresponding command for activation 
to the SMD from which the task emanated. The SMD transfers 
the command to the corresponding appliance, whereas the power 
demand is activated at the time defined by the operator controller. 
The communication takes place through a high-speed connection 
with near zero delay. The operator has full control over the indi-
vidual consumer appliances, which in turn comply to the dictated 
schedule and start the task at the prescribed time.

Example 8.3

Each of n power demand task is characterized by the following 
parameters:

• A time of generation ai, which is the time instant at which 
the request arises at the controller

• A time duration of si time units, which denotes the required 
amount of time for which the task need to be active

Demand
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task 2

Demand
task n

.

.

.

FIGURE 8.5 Power demand task parameters.
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• An instantaneous power consumption requirement pi, if 
activated

• Delay tolerance is activated and is captured by a deadline di 
at which point it needs to be activated

Hence, power demand task n is generated at time an, has a 
duration sn and a power requirement pn, and needs to be acti-
vated by dn (Figure 8.5). The objective of the SG operator is to 
devise a power demand task scheduling policy that minimizes the 
operational costs.

8.5  WIRELESS MESH NETWORKING FOR THE SMART GRID

One of the most important challenges is to provide a reliable last mile 
communication that covers the connectivity from home gateways to the 
advanced metering infrastructure (AMI) headend. The design of such net-
work depends not only on the application layer requirements but also on 
the nature of its PHY and MAC layers. There are several heterogeneous 
communication technologies that can be wireless and wired. WLAN 
technologies have been extensively deployed for home networking. The 
main issue is how to effectively apply this technology to handle the last 
mile communication [19]. An IEEE 802.11 WLAN, which operates in a 
single hop, can be used as a gateway, representing data aggregation point 
(DAP) between home gateways and the AMI headend. The use of multi-
hop communications between distributed modes offers pathways around 
electromagnetic transmission obstacles that would otherwise prevent the 
formation of a long-range network [20]. This requires deploying mesh 
networking to meet the requirements of the SG. Also, it includes a high 
degree of reliability, self-configuration, and self-healing. Figure 8.6 repre-
sents a mesh network architecture for the last mile SG with communica-
tion between home appliances and their home gateways. Communication 
between meters and AMI headend through one of the DAPs is included 
too.

To deploy IEEE 802.11 [19] devices to represent home gateway as a 
mesh node, it would be necessary that these nodes operate as a router. To 
design a P2P multihop mesh topology, the most convenient case is when 
the nodes can operate as single-hop AP or in a distributed multihop mode. 
For the observed multigate network, the following types of nodes exist:

• Mesh relay station (MRS), which represents the relay node
• Mesh station with access point (MSAP), which represents a resi-

dential meter and operates as the gateway of the home network to 
the meter and from the meter toward its local DAP
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• Slave node, which represents in-home devices, that is, smart home 
appliances, and operates in an infrastructure mode

• DAP station, which represents the neighborhood gateway point 
(root of the tree in each network)

• Master gateway station (MGS), which represents the AMI head-
end connected to the backhaul network.

A DAP, as the proactive routing entity, periodically broadcasts root 
announcements by increasing the sequence number each time such a mes-
sage is generated. The root announcement allows proactive routing toward 
each MSAP in the residential area. When a meter receives such a message, 
it catches the MAC address of the transmitting node and then adds it to its 
list of parent nodes. Before rebroadcasting the DAP station announcement 
message, a meter should wait for a predefined time to check whether there 
are more of the same root announcements from other neighbor nodes. The 
DAP station will then unicast a path reply back to the meter. The tree 
formation process is continued by every new meter by rebroadcasting the 

Backhaul network
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MRS

MSAP MSAP

Slave node
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Home mesh network Home mesh network

DAP station
(root)

DAP station
(root)

DAP station
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FIGURE 8.6 Mesh network architecture for the smart grid.
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root announcement to neighboring nodes. Because of the static nature of 
the network, the route announcement plays an important role in meeting 
the self-organization and self-healing requirements of the SG. In SG appli-
cations, where meters, DAPs, and relay nodes are mainly stationary, the 
on-demand part of routing mainly deals with the effect of interference that 
can cause path breakage. There exist many on-demand protocols. Dynamic 
source routing (DSR) and ad hoc on-demand distance vector (AODV) are 
the most popular and well tested [21,22]. In DSR, every packet must 
carry the IP addresses of all the nodes along the source to the destination 
route. On the other hand, in AODV, only the destination address is carried 
in each packet. For a large network where there is a possibility of a link 
with a high number of hops, DSR can lead to a significant increase in the 
packet overhead.

Example 8.4

Each subnetwork is managed independently by its local DAP 
between meters and AMI head-end. Because of the variable 
nature of the traffic, some DAPs may suffer from more conges-
tion then others. Nodes from neighboring subnetworks cannot 
participate in traffic load reduction. To enable collective partici-
pation in the routing, it would be more convenient to combine 
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FIGURE 8.7 Routing tree table upgrading algorithm for multi-DAP wireless 
mesh network.
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all subnetworks into a larger network with multiple DAPs [19]. In 
that case, all the meters (nodes) can access any of DAPs.

An expansion process of a single DAP network to a multi-DAP 
network together with routing table upgrading algorithm is shown 
in Figure 8.7. The MAC addresses of DAP1, DAP2, …, DAPN are 
used as the unique identification of the corresponding tree.

8.6  HETEROGENEOUS NETWORKS INTEGRATION TO 
COORDINATE THE SMART GRID FUNCTIONS

A heterogeneous network achieves an E2E integration of the correspond-
ing technologies by using sensor network architecture [23]. Defining the 
interoperability with NGN as the SG backbone is of importance too [24]. 
Foremost, the main component of the SG is the WSN, which consists of 
a system of distributed nodes that interact among themselves and with 
the infrastructure to acquire, process, transfer, and provide information 
extracted from the physical world [25]. The processing of sensor informa-
tion should allow the information of the SG behavior through intelligent 
actuators.

The smart meter is the bridge between user behavior and power con-
sumption metering. The distribution management system (DMS) is required 
for analyzing, controlling, and providing enough useful information to the 
utility. The SG is also composed of legacy remote terminal units (RTUs) 
that can perform sensor network gateway functions acting as intermediate 
points in the medium voltage network. The sensor network gateway is the 
bridge between the sensor network and the back-end system. Therefore, it 
provides necessary interfaces to other sensor nodes as well as interfaces to 
existing ICT infrastructures.

AMI consists of smart meters, data management, communication net-
work, and applications. Along with distributed energy resource (DER) and 
advanced distributed automation (ADA), AMI is one of the three main 
anchors of the SG. Usually, GIS as well as consumer information system 
(CIS) contribute with tools and important processes. The information rec-
ollected and processed by DMS must be reported to a supervisory control 
and data acquisition (SCADA) system.

Heterogeneous networks manage and collect information from estab-
lished intelligent electronic devices for control and automation purposes 
in real time. Thus, the SG needs to communicate many different types 
of devices, with different needs for QoS over different physical media. 
Devices involved in these processes can be situated in different locations 
because of the decentralized architecture. As an example, electrical sub-
station elements are connected to the substation’s Ethernet network. As 
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for sensors, they can be installed along electrical cables communicated 
through wireless sensor standards (e.g., IEEE 802.11s). Communications 
from the control center to energy meters and between substations can be 
carried out over a high variety of technologies such as PLC, UMTS, or 
WiMAX. Standardized, open information models and communication 
services for all data exchanges are needed in the SG. Thus, the SG will be 
supported by a highly heterogeneous data network.

PLC technology uses the power grid for transmitting data. However, the 
characteristics of the PLC medium make it especially difficult to ensure 
a given QoS. This technology has to overcome some problems such as 
unpredictable frequency and time dependence of impedance, attenua-
tion and transmission characteristics, impulse and background noise and 
their wide variability, limited bandwidth, and harmonic interference. For 
example, the variability of the channel is especially troublesome for QoS 
because it can suddenly bring the bandwidth down.

Besides PLC, several access technologies can be integrated into the 
resulting SG architecture. Some options for integration are IEEE standards 
for mesh WPANs, WLANs, WMANs, and WRANs. Traditional wireless 
systems use point-to-point or point-to-multipoint technologies. Mesh net-
works are an alternative to these topologies. There are some reasons for it. 
For example, it is easy to associate new nodes in the network, thanks to 
the fact of self-configuration and self-organization capabilities. Second, a 
mesh network is a robust system as there will almost always be an alterna-
tive path to the destination. Taking into account the scenario in which the 
SG is going to be deployed, different technologies will be needed to cover 
all the areas.

Some WPAN standards are presented as wireless communication candi-
date technologies that work within mesh networks. IEEE 802.15.4 defines 
the PHY and MAC layers in low-rate PANs [26]. In 2008, the Smart Utility 
Networks Task Group 4g was created within the 802.15 group. The role of 
TG4g is to define new PHY layers to provide a global standard that facilitates 
very large-scale process control applications, such as the utility SG. IEEE 
802.15.5 is the WPAN mesh standard approved in March 2009. This work-
ing group was established to define mesh architecture in IEEE 802.15.4-
based WPAN. There exist different proposals regarding routing in low-rate 
WPAN networks. Nevertheless, these algorithms are not fully optimal.

A draft from the IEEE 802.11 working group for mesh networks defines 
how wireless devices can be connected to create ad hoc networks. The 
implementation should be over the IEEE 802.11n physical layer. A combi-
nation of IEEE 802.11n and IEEE 802.11s could also be a feasible solution 
for ubiquitous sensor networks (USNs).

IEEE 802.16 is a standard technology for wireless wideband access. 
Among its advantages, the ease of installation is by far the most important 
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aspect. This technology supports either point-to-multipoint or mesh topol-
ogies. In mesh topologies, it is not necessary that all the nodes are con-
nected to the central node. In this way, active nodes periodically announce 
mesh network configuration messages, which contain information about 
the base station identifier and channel in use.

IEEE 802.22 uses the existing gaps in the TV frequency spectrum 
between 54 and 862 MHz [27]. The development of this standard is based 
on the use of cognitive radio techniques to give broadband access in 
sparsely populated areas that cannot be economically served by wireline 
means or other wireless solutions at higher frequencies.

Example 8.5

The problem often arises is when a SG application wants to reach 
the sensor network through middleware to collect data [25]. The 
solution for middleware interaction is presented in Figure 8.8.

As shown in Figure 8.8, we have three layers from the top to the 
bottom: applications, middleware, and sensor networks. During 
the middleware interaction, active applications are functioning 
independently, but controlled by an integrated control center. If 
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each application has direct access to the sensor network, each 
application developer should know the details of each network 
and their interfaces. In the presented resolution, when using the 
USN middleware, each application developer only needs to know 
how to use the open application programming interface (API). All 
the applications communicate with the middleware, which has to 
exchange information appropriately with sensor network.

8.7  SMART MICROGRID NETWORK

A microgrid is a localized grouping of electrical sources and loads. The 
microgrid can operate connected to, and synchronous with, the main elec-
trical power grid. However, in some exceeding situations (low power qual-
ity, electrical outage, etc.), the microgrid can be isolated from the main 
electrical power grid and function autonomously. Microgrid takes advan-
tage of advances in electrical generating systems, for example, solar pan-
els, wind turbines, and cogeneration, creating and distributing electrical 
power outside the traditional grid system. Because of independent control 
strategy and versatile power sources, this concept can at least decrease the 
local reliability of the power system, reduce the power loss, and enhance 
power utilization and efficiency. A microgrid is a relatively small-scale, 
self-contained, medium/low-voltage electric power system that houses 
various DERs (distributed generators) in a physical close location.

Microgrids have two operation modes: grid connected and islanded. In 
the grid-connected mode, the microgrid can be considered as a control-
lable load, or it can supply power and act like a generator from the grid’s 
point of view. In the islanded mode, the microgrid is independent from the 
utility grid, and energy generation, storage, load, and power quality con-
trol are implemented in a standalone system [28]. The microgrid concept 
was favored for its ability to provide fault isolation and ease of distrib-
uted generator handling. Within the context of the SG, the definition of the 
microgrid is evolving into the smart microgrid (SMG). ICT is becoming 
integrated to load control tasks and being used for energy trading among 
communities [29]. Today, there is a growing interest in forming SMG for 
campuses, military bases, remote communities, and rural areas in develop-
ing countries. Also, several test beds have been implemented in the United 
States, Canada, Japan, and European Union.

Security is an important issue for the microgrid. To realize a high-
secure system, security should be integrated into every system component 
[30,31]. Information security for the SMG should include confidentiality, 
authenticity, integrity, freshness, and privacy of data together with pub-
lic key infrastructure, trusted computing, attack detection, and intelligent 
monitoring. For power flow, autonomous recovery is the main consideration 
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for security. The SMG should have the capability of performing real-time 
monitoring and quick response. Smart meters together with many sen-
sors should monitor the operation parameters or operator status of the 
microgrid [14]. On the basis of the monitored data, the SMG can adjust 
itself to maintain the optimal operation mode or to recover itself to the 
correct working condition.

Prediction capability is also needed in the SMG to ensure its security. 
The SMG should continuously search for hidden troubles or latent dan-
gers in the system. Control in SMG refers to the activities, procedures, 
methods, and tools that relate to the operation, maintenance, adminis-
tration, and provisioning of the microgrid. From the perspective of the 
microgrid system, central or cooperative control is necessary, whereas 
for the interest of each smart house, distributed or noncooperative con-
trol is preferred [32]. Also, control strategy for the SMG should be lay-
ered or hybrid.

8.8  SMART GRID DR

One of the approaches being used to reduce the peak demand and to 
improve the system reliability is DR, in which the end users modify their 
electricity consumption patterns in response to price variations. DR has 
been used in commercial and industrial sectors for some time to increase 
the health and stability of the grid. With the emerging SG, DR now has 
the potential to be expanded into residential electricity markets on a large 
scale. The SG adds intelligence and bidirectional communication capabili-
ties to today’s power grid, enabling utilities to provide RTP information 
to their customers and to collect the real-time usage from their customers 
[33].

The SG consists of sensing, communication, control, and actuation sys-
tems, which enable pervasive monitoring and control of the power grid. 
These features enable utilities to accurately predict, monitor, and control 
the electricity flows throughout the grid.

Various wireless schemes (GPRS, IEEE 802.11, etc.) [33] have been 
used to enable meters to automatically transmit data back to the utility. 
Automatic meter reading is unidirectional, without capability for the utility 
to send data to the meter, thereby limiting its usefulness. This deficiency 
led to the development of AMI, which provides bidirectional communica-
tion between the utility and the meters installed in residences.

HANs comprise smart appliances, which can communicate with one 
another, or a home energy controller (HEC) to enable residents to automat-
ically monitor and control home energy usage. The widespread availability 
of low-cost wireless technologies has accelerated the deployment of HANs 
by facilitating the addition of communication capabilities to household 
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appliances. In fact, smart appliances are home appliances that combine 
embedded computing, sensing, and communication capabilities to enable 
intelligent decision making. Sensing capabilities enable these devices to 
measure their usage, communication capabilities enable the reporting of 
their energy consumption to the HEC, and their actuation abilities enable 
them to respond to commands from the HEC.

The block scheme of system-interconnecting HANs and AMI is shown 
in Figure 8.9. RTP and DR signals are sent to the smart meter over the 
electric utilities NAN, with the neighborhood transformer serving as the 
aggregation point for all the smart meters in that region.

Smart devices report their current operating status to the HEC, whereas 
the operating modes of dumb appliances can be inferred using power mea-
surements transmitted by attached smart plugs. These data enable the HEC 
to determine when loads are in standby mode and switch them off. The 
location of the scheduling intelligence in the HEC enables complex sched-
uling to be applied individually in each load. Authentication is a critical 
security service in SG networks, and it mainly involves the smart meters 
in different component networks of the SG.

Example 8.6

To answer the question how a SG communication system can be 
separated from the power transmission and distribution system, 
the SG hierarchical networking [34] can be applied, as shown in 
Figure 8.10.
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FIGURE 8.9 Home area networks and AMI interconnection.
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It can be seen that it is an information-sharing network com-
prising several hierarchical components. The transmission sub-
station and the control centers of the distribution substations 
are connected with one another in a mesh-networking manner, 
which can be realized over optical fiber technology. The remain-
ing components are divided into several networks based on real 
metropolitan topology.

Example 8.7

An important issue is how to implement nodes for SG test beds 
[35]. The functional architecture can be proposed as shown in 
Figure 8.11. The hardware abstraction layer is an interface for 
upper level function that screens hardware-specific details. Also, 
it provides data interfaces to both receiving data path and trans-
mitting data path, as well as an access interface to other resources 
on the hardware platform. The spectrum and the channel man-
ager control all the related resources, including links, frequencies, 
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and modulation methods. The spectrum detection and predic-
tion module provides the information regarding the availability of 
some frequency bands.

The decision-making module uses decision algorithms to select 
which channel and when it will be used. Learning algorithms 
are implemented as an independent module. The spectrum and 
channel manager can use geolocation information (latitude and 
longitude) from the corresponding module to load prior infor-
mation about the current location from the knowledge/policy/ 
database. The routing manager uses routing algorithms to select 
the best route for sending and relaying data packages. The data 
manager organizes all the data from upper-level applications and 
the data to be relayed. The security manager provides encryp-
tion and decryption to the data manager, routing manager, and 
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FIGURE 8.11 Node functional architecture for smart grid test beds.
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spectrum and channel manager. The intelligence base stores prior 
knowledge, policies, data, and experiences.

8.9  CONCLUDING REMARKS

In the different segments of a power grid, different communication tech-
nologies are applied to meet the unique specific requirements. In a power 
transmission segment, wired communications over power lines or optical 
cables are adopted to ensure the robustness of the backbone. However, in 
a power distribution segment that provides power directly to the end users, 
both wired and wireless communications should be considered.

To achieve a cost-effective and flexible control and monitoring of end 
devices, efficient dispatching of power, and dynamic integration of DERs 
with power grid, wireless communications and networking functional-
ities must be embedded into various electric equipment. The capability of 
wireless networking among various electric equipment is one of the key 
technologies that drive the evaluation of a conventional power distribution 
network into a SG.

The development of the SG means a drastic change in power use and 
administration. Users will become active participants in energy manage-
ment and will be able to control their consumption. On the other hand, 
utilities will be able to control demand peaks and manage the grid effi-
ciently from generation to distribution.

Different types of wireless networks are available, but which one  is 
suitable for a SG depends on the system architecture and varieties of com-
munication modules and links. The multihop wireless networking is 
definitely necessary, as electric equipment out of range of one another 
needs to exchange information. First, to simplify network organization 
and maintenance, the entire environment needs to be self-organized. 
Moreover, communication modules may pertain to heterogeneous nature 
in terms of coverage, computing power, and power efficiency. WMNs are 
considered an important networking for the SG. However, when WMNs 
are applied in the SG wireless infrastructure, a few challenging issues 
still remain (e.g., security level). Without effective measures to prevent 
security attacks, the privacy of users and the confidentiality of grid infor-
mation cannot be guaranteed.

Wired communication technologies are not fully suitable for SG 
communications. Optical networks are reliable, but deploying fibers 
to connect all end devices is too expensive. PLCs are constrained by 
some shortcomings: (a) they are not flexible for peer-to-peer communi-
cations among electric devices, (b) throughput may not be sufficient for 
frequent data exchange, and (c) high-speed signals cannot pass through 
transformers.
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In a SG, various electric devices need to have P2P communications, so a 
mesh-networking capability is a viable option. However, a WLAN can only 
support one-hop point-to-multipoint communications. Thus, WLAN is not 
enough for a smart distribution grid. The better solution is to build WMNs 
based on WLAN technologies. The next issue is that the architecture of 
SG communications needs to support different types of wireless applica-
tions. In this scenario, technologies based on IEEE 802.11 with high-gain 
antenna may be necessary. As a result, SG communication networks must 
be capable of integrating heterogeneous wireless networks. As for PLCs, 
they will be utilized as much as possible to enhance reliability and secu-
rity. WMNs can easily integrate heterogeneous networks to fulfill different 
functions such as sensing, monitoring, data collection, control, and pric-
ing. Although many of the benefits of wireless communications, such as 
untethered access to information, support for mobility, and reduced infra-
structure, would be available to the grid, there are still several unanswered 
questions regarding network performance, suitability, and security.
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9 Evolution of 
Embedded Internet

The growth of the Internet is the reason behind a new pervasive para-
digm in computing and communications. This novel paradigm, named the 
Internet of things (IoT), is continuous with the concept of smart environ-
ments as well as with the deployment of numerous applications in many 
fields of future life. It utilizes low-cost information that facilitates interac-
tions between the objects themselves in any place and at any time. From a 
wireless communication perspective, the IoT paradigm is strongly related 
to the effective utilization of wireless sensor networks (WSNs) and radio-
frequency identification (RFID) systems. IoT will provide a wide range 
of smart applications and services like remote health care monitoring, 
intelligent transportation, smart distribution, home automation, systematic 
recycling, and others. Generally, IoT represents intelligent end-to-end sys-
tems that enable smart solutions and, as such, it covers a diverse range of 
technologies including sensing, communications, networking, computing, 
information processing, and intelligent control technologies. IoT is com-
posed of a large number of nodes. This poses serious scalability require-
ments on any solution proposed for the IoT. Proposed solutions must be 
open and interactive with systems based on different technical solutions. 
This is a complex task given that most IoT nodes will have scarce capacity 
in terms of both energy and processing capabilities. Mobile management 
is another research issue that deserves particular investigation. Things will 
move and the system should be able to locate them at any moment. The 
major obstacles are related to the number of mobile nodes, which have an 
effect on scalability. This is another research issue to be addressed regard-
ing traffic characterization that will traverse the IoT. Such traffic will have 
different properties from present-day Internet traffic. Most of it will be 
generated and directed to machines that communicate in a different way 
from humans. Differences in traffic characteristics, along with the energy 
constraints and the specific features of the IoT communication environ-
ment, will be the stimulus for research activities, modeling, and protocols 
design at both the network and transport layers.
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9.1  INTRODUCTION

The term Internet of things was coined more than a decade ago by the 
Auto-ID Labs [1] (the leading global network of academic research labo-
ratories in the field of networked RFID), where in parallel the concept of 
“ambient intelligence” and “ubiquitous computing” was developed. Since 
then, there have been considerable developments in both academia and 
industry, in the United States as well as in Europe and Asia. The develop-
ments have primarily been dedicated to applying RFID technology to the 
logistics value chain. The first trials to establish IoT-like applications for 
end users have been set up in “future stores” in Germany, Switzerland, and 
Japan.

The IoT can be considered as a convergence among a number of hetero-
geneous disciplines. This multidisciplinary domain covers a large number 
of topics from technical issues (routing protocols, semantic queries), to a 
mix of technical and societal issues (security, privacy, usability) including 
social and business themes. Pleasant user experiences are planned in the 
workplace and public areas as well as in the home environment by embed-
ding computational intelligence into the nearby environment and simplify-
ing human interactions with everyday service.

Overcoming the technical challenges and socioeconomic barriers of 
wide-scale IoT deployment requires a practical evaluation of correspond-
ing solutions using interdisciplinary, multitechnology, large-scale, and 
realistic test beds. The test beds aim to design and deploy experimental 
environments that will allow [2]:

• The technical evaluation of IoT solutions under realistic conditions
• The assessment of the social acceptance of new IoT solutions
• The quantification of service usability and performance with end 

users in the loop

RFID is one of the key technologies because it not only permits a digi-
tal code to be associated with an object in a wireless modality but it also 
allows its physical status to be captured. RFID tags may be equipped with 
a large variety of sensors according to different modalities of integration 
exploiting a broad range of possible functionalities and costs. Active RFID 
tags use independent power supplies and a microcontroller, and dedicated 
electronics ensure long operating ranges. Also, it is possible to support 
high data rates and the greatest versatility in sensor interconnection. The 
main drawbacks of this solution are its high cost, limited lifetime, and 
large weight as well as size [3].

Sensor widespread deployment represents significant financial investment 
and technical achievement. The data they deliver is capable of supporting 
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an almost unlimited set of high-value proposition applications. However, 
the main problem hampering success is that these sensors are locked into 
unimodal closed systems. Unlocking valuable sensor data from closed sys-
tems is a great task. Access to sensors should be opened such that their 
data and services can be integrated with data and services available in 
other information systems [4].

When it comes to wireless sensor technology, a variety of WSN approaches 
such as ZigBee, and other proprietary solutions have been proposed. If 
a trillion things are connected through a single open standard interface 
such as IP, they become transparent as general hosts and servers support-
ing seamless connectivity, unique addressability, and rich applicability. 
Because of that, IP-based WSNs have recently gained worldwide attention. 
The research in this field focuses on how to build a fundamental architec-
ture that enables the IP to be used in a WSN space [5].

Nowadays, there is a clear need to develop a reference architectural 
model that will allow interoperability among different systems. With 
respect to the technological roadblocks, there is a need for action in three 
areas [6]:

 a. An architectural reference model for the interoperability of IoT 
systems, outlining principles and guidelines for the design of its 
protocols, interfaces, and algorithms

 b. Mechanisms for the efficient integration of the architecture into 
the service layer of a future Internet networking infrastructure

 c. A novel resolution infrastructure, allowing scalable lookup and 
discovery of IoT resources, entities of the real world, and their 
associations

An emerging category of edge devices that will result in the evolution 
of the IoT are consumer-centric mobile sensing and computer devices con-
nected to the Internet. They are equipped with various sensing facilities 
and wireless capabilities that allow producing data and uploading the data 
to the Internet [7]. Different from the IoT objects that lack computing capa-
bilities, mobile devices have a variety of sensing, computing, and com-
munication facilities. They can either serve as a bridge to other everyday 
objects, or generate information about the environment themselves. Based 
on the type of monitored phenomena, these applications can be classified 
into two categories: personal and community sensing. In personal sensing 
applications, the phenomena pertains to an individual (e.g., the monitor-
ing of movement patterns of an individual, for personal record-keeping, 
or health care purposes). Community sensing is also known as partici-
patory or opportunistic sensing. Participatory sensing requires the active 
involvement of individuals to contribute sensor data related to a large-scale 
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phenomenon. Opportunistic sensing is more autonomous and user involve-
ment is minimal. It means continuous sampling without the explicit action 
of the user [8]. Taking into account that community sensing spans a wide 
spectrum of user involvement, with participatory sensing and opportunis-
tic sensing at two ends, the term mobile crowdsensing (MCS), which refers 
to a broad range of community sensing paradigms, was coined.

Machine-to-machine (M2M) is a promising technology for the develop-
ment of IoT communications platforms with high potential to enable a wide 
range of applications in different domains. Providing suitable answers to 
this issue streaming from IoT platform design requires middleware level 
solutions to enable seamless interoperability between M2M-based applica-
tions and existing Internet-based services. Because of the growing demand 
for M2M-based services, various standardization bodies, such as 3GPP, 
the Open Mobile Alliance (OMA), IEEE, and ETSI have promoted vari-
ous standardization activities on M2M [9]. In brief, M2M enables highly 
scalable direct communications among wireless heterogeneous terminals 
called M2M devices, and between M2M devices and control application 
servers (M2M servers) [10]. The ultimate goal of these standardization 
activities is to leverage widespread integration of M2M devices without 
any existing service.

Semantic Web of things [11] is a service infrastructure that makes the 
development and use of semantic applications involving Internet connected 
sensors almost as easy as searching and reading a web page. The IoT can 
be considered as a third ring of the present-day Internet, which already 
consists of a stable core (routers, servers) and a quickly growing fringe 
(personal computers and smartphones) [12]. This model is shown in Figure 
9.1. As new embedded applications such as smart metering, building and 
industrial automation, personal sensing, and transportation become IP 
enabled, they add an entirely new dimension to the Internet with existing 
possibilities and challenges.

Networking alone does not make the Internet of practical use today. 
Applications depend on the web architecture using hypertext transfer pro-
tocol (HTTP) as well as extensible markup language (XML) to create web 
services. The interaction model of M2M applications differ greatly from 
how web services are used today. For example, multicast is commonly 
required in automation, whereas flow control is needed across the entire 
M2M network.

Finally, nanotechnology is enabling the development of devices in a 
scale ranging from one to a few hundred nanometers. At this scale, a nano-
machine is defined as the most basic function unit, integrated by nano-
components, and is able to perform simple tasks like sensing or actuation 
[13]. Coordination and information sharing among several nanomachines 
expands the potential applications of individual devices both in terms of 
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complexity and range of operation [14,15]. The resulting nanonetwork will 
be able to cover larger areas, to reach new locations in a noninvasive way, 
and to perform additional in-network processing. The interconnection of 
nanoscale devices with classic networks and the Internet defines a new 
networking paradigm, which is referred to as the Internet of nanothings 
(IoNT) [13]. Two main alternatives for communication in the nanoscale 
can be envisioned: molecular communication and nanoelectromagnetic 
communication. Molecular communication is defined as the transmission 
and reception of electromagnetic (EM) waves from components based on 
novel nanomaterials. The unique properties observed in these materials 
will decide the specific bandwidth for electromagnetic emission, the time 
lag of the emission, and the magnitude of the emitted power for a given 
input energy.

9.2  MOBILE CROWDSENSING

The term “sensing” is considered ranging from the acquisition of an 
 elementary status of an object (presence or absence with a given, region-
localization) to multidimensional description to parameters of a thing with 
respect to the research environment and other things. Here, the term “thing” 
is capitalized to highlight the fact that the used tagging of an object is aug-
mented with the physical interaction between the objects and the RFID tag 
itself to produce more information content [16]. The sensing modalities 
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FIGURE 9.1 Ring model for the IoT.
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may fall into the stationary and nonstationary classes. Stationary sensing 
occurs when the measurement is performed in controlled conditions such 
as when the mutual position between the reader and the thing remains 
unchanged during the entire phenomenon to monitor, or when the same 
position can be replicated exactly in successive readings. On the other 
hand, we have the case of nonstationary sensing in which interrogation is 
performed at different times or the object is moving. The eventual change 
of the reader tag position as well as the change in the environment can be 
a further unknown of the sensing problem, making data retrieval more dif-
ficult. Generally speaking, additional independent data or functionalities 
are required to manage the sensing [3]. In what follows, we survey exist-
ing applications, identify characteristics of MCS, and discuss resource 
limitations, security and data integration, as well as architecture of MCS 
applications.

An emerging category of devices at the edge of the Internet are 
 consumer-centric mobile sensing and computing devices such as smart-
phones, multimedia players, and in-vehicle sensors. These devices will fuel 
the evaluation of the IoT. In MCS, individuals with sensing and comput-
ing devices collectively share data and extract information to measure and 
map phenomena of common interest [7].

MCS applications provide a basis for illustrating various research chal-
lenges. They can be classified based on the type of phenomenon being 
measured or mapped as environmental, infrastructural, or social. In envi-
ronmental MCS applications, the phenomena are those of the natural envi-
ronment (measuring various air pollution levels in a city, water levels in 
rivers, etc.). Applications enable the mapping of various large-scale envi-
ronmental phenomena by involving the common person. Infrastructural 
applications involve the measurement of large-scale phenomena related to 
the public infrastructure (real-time traffic congestion and road conditions, 
etc.). The third category is social applications, in which individuals share 
sensed information among themselves. As an example, individuals share 
their exercise data and compare their exercise levels with the community 
to improve daily routines. The functioning of typical MCS applications is 
presented in Figure 9.2.

Raw sensor data are collected on devices and processed by local ana-
lytical algorithms to produce adequate data for applications. These data 
may then be modified to preserve privacy and sent to the back end for 
aggregation and mining.

9.2.1  MCS AppliCAtionS ArChiteCture

MCS application has two specific components: one on the device for 
sensor data collection and propagation, and the second in the back 
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end or cloud for the analysis of the sensor data to drive the applica-
tion [7]. This architecture is presented in Figure 9.3. Each application 
is built from the ground-up and independent from each other. There 
is no common component even though each application faces a num-
ber of common challenges in data collection, resource allocation, and 
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Aggregate analytics
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server
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FIGURE 9.2 Function of typical MCS applications.
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FIGURE 9.3 Architecture of existing MCS applications.
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energy conservation. The presented architecture puts some limits to 
the development and deployment of MCS applications. First of all, the 
developer has to address challenges in energy, privacy, and data quality 
in an ad hoc manner. Second, he or she may need to develop different 
variants of local analytics if that person wants to run the application on 
heterogeneous devices. This approach is inefficient because there is a 
high likelihood of duplicating sensing and processing across multiple 
applications. For example, traffic sensing, air, and noise pollution all 
require location information, but these applications would each do its 
own sampling without reusing the same data samples. Also, there is no 
collaboration or coordination across devices. Namely, devices may not 
all be needed, especially when the device population is dense. Finally, 
the current architecture is not scalable because only a small number of 
applications can be installed on each device due to operating system 
limitations or user ability to keep track of a large number of appli-
cations. The data gathered from societal-scale sensing may overload 
network and back end server capacities, thus making the current archi-
tecture nonscalable.

Unifying architecture could address the current limitations of how MCS 
applications are developed and deployed. It will satisfy the common needs 
for different applications. It should allow application developers to specify 
their data needs in a high-level language. It should identify common data 
needs across applications to avoid duplicate sensing and processing activi-
ties on devices. Next, it should automatically identify the set of devices 
that can properly provide the desired data, and produce instructions to con-
figure the sensing activities. For a given dynamic change, it should adapt 
the set of chosen devices and sensing instructions to ensure the desired 
data quality. Also, a layer that can shield the differences in physical sensor 
access application APIs and provide the same API upward is necessary. 
This means that it is possible to reduce some local analytics across dif-
ferent device platforms, assuming these platforms all support a common 
programming language.

9.2.2  ChArACteriStiCS of MCS

MCS has a number of unique characteristics that bring both new oppor-
tunities and problems. Today’s mobile devices have significantly more 
computing, communication, and storage resources than traditional sen-
sors, and they are usually equipped with multimodality sensing capa-
bilities. These will enable many applications that require resources and 
sensing modalities. Using these devices, we could potentially build 
large-scale sensing applications efficiently from the point of cost and 
time.
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TABLE 9.1
Main Characteristics of MCS

MCS 
Issues Description Examples

Cost There are already millions of user’s 
devices that can collect data, so 
there is no need to install 
specialized sensors

Sensors on mobile phones can 
provide more information about 
traffic conditions than some 
specialized sensors [17]

Localized 
data 
processing

Depending on the nature of the raw 
data and the needs of applications, 
the physical readings from sensors 
may not be suitable for direct 
application. Often, raw data 
processing on the device is 
needed, producing intermediate 
results, which are sent to the 
aggregation server for further 
processing and application

In a pothole detection application, 
a local analytic computes spikes 
from three-axis acceleration 
sensor data to determine potential 
potholes [18]

Resource 
limitations

With different quality and resource 
consumption trade-offs, different 
types of data can be used for the 
same purpose. One of the challenges 
is leveraging these differences to 
improve the quality while 
minimizing resource consumption

Instead of GPS, location data can 
be provided using Wi-Fi and 
mobile systems [19], but with 
decreasing levels of accuracy. 
This approach represents 
trade-offs in data quality and 
accuracy for energy

Security MCS applications potentially 
collect sensitive data for 
individuals. Because of that, 
privacy is one of the most sensitive 
subjects for IoT security [20]. The 
data availability expression has 
created entities that profile and 
truck users without their consent

GPS sensor readings can be 
utilized to inter private 
information about the individual, 
such as the routes they take 
during their daily communities 
and their home and work 
locations [21]

Data 
analyzing

MCS applications rely on analyzing 
the data from a collection of 
mobile devices, identifying 
spatiotemporal patterns. The 
challenge in identifying patterns 
from large amounts of data is 
usually application-specific and 
involves certain data mining 
algorithms

Data mining algorithms can 
provide reports to help prioritize 
and schedule the repair resources 
for MCS application in public 
work maintenance. Such 
algorithms take as input 
continuous data streams and 
identify patterns without the need 
to first store the data [7]
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In traditional sensor networks, the population and the data they can gen-
erate are mostly known a priori. Because of that, controlling the data qual-
ity is much easier. In MCS, the population of mobile devices, the type of 
sensor data each can produce, and the quality in terms of accuracy, latency, 
and confidence can change all the time due to device mobility, variations 
in their energy levels and communication channels, and device user’s pref-
erences [7]. The main characteristics of MCS including description and 
examples are systematically analyzed in Table 9.1.

9.3  PERSPECTIVE PROTOCOL STACK FOR 
WIRELESS EMBEDDED INTERNET

The widespread sensor deployment represents significant investment and 
technical achievements. A crucial problem hampering success is that 
sensors are typically locked into unimodal closed systems. To solve this 
problem, sensor connections to the Internet and publishing outputs in well 
understood machine-processible formats on the web are indispensible.

Internet connectivity requires not only network level integration but also 
application level integration to enable structured access to sensor data. To 
enable sensor automatic reasoning, these sensors, their outputs, and their 
embedding into the real world must be described in a machine-readable 
format that is compatible with the data formats used to describe exist-
ing world knowledge in the Web. Not only must the syntax and seman-
tics of such a description be defined but efficient mechanisms to annotate 
newly deployed sensors with appropriate descriptions are also required [4]. 
Finally, the users wish to search for real-world entities by their current 
state. Such search requests refer not only to the output of sensors but also 
to further machine-readable information that is available elsewhere in the 
web. The search engine needs to integrate these different data sources in 
a seamless manner.

Integrating resource-constrained sensors into the Internet is difficult 
because traditionally deployed protocols such as HTTP, TCP, or even IP 
are too complex and resource-demanding. To achieve integration, simple 
alternatives are required that can easily be converted from/to Internet pro-
tocols. Enormous progress has been made at the IETF over the past few 
years in specifying new protocols that connect smart objects to IP net-
works. The IETF has formed three WGs that define an adaptation layer 
(IPv6 in low-power WPAN—6LoWPAN) [22], routing over low-power 
and lossy networks (ROLL) [23], and a resource-oriented application pro-
tocol (Constrained Restful Environments—CoRE) [24]. The stack for 
wireless embedded Internet based on protocols proposed by corresponding 
IETF WGs is presented in Figure 9.4.
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9.3.1  AdAptAtion lAyer

The adoption of IP by wireless embedded devices is challenging due to 
several reasons [25]:

• Battery-powered wireless devices require low duty cycles, whereas 
IP is based on always connected devices

• Multicast is not supported natively in IEEE 802.15.4, but it is 
essential in many IPv6 operations

• Sometimes, it is difficult to route traffic in multihop wireless mesh 
networks to achieve the required coverage and cost efficiency

• Low-power wireless networks have low bandwidth (20–250 Kb/s) 
and frame size (IEEE802.15.4 packets are rather small, 127 bytes 
maximum at the physical layer, minus MAC/security and adap-
tation layer overhead). On the other hand, the minimum data-
gram size that all hosts must be prepared to accept for IPv6 is 
1280  bytes. IPv6 requires that every link in the Internet has a 
maximum transmission unit (MTU) of 1280 bytes or greater. On 
any link that cannot convey a 1280-byte packet in one piece, link-
specific fragmentation and reassembly must be provided at a layer 
below IPv6

• Standard protocols do not perform well in LoWPAN. For example, 
TCP performs very poorly in wireless networks due to its inability 
to distinguish between packet losses due to congestion and chan-
nel error.

Because IPv6 represents the backbone of NGN [26], the 6LoWPAN 
WG was chartered to standardize necessary adaptations of this network 
protocol for systems that use the IEEE 802.15.4 PHY layer, and has 
defined how to carry IP datagrams over IEEE 802.15.4 links and perform 
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FIGURE 9.4 Perspective protocol stack for wireless embedded Internet.
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necessary configuration functions to form and maintain an IPv6 subnet. 
6LoWPAN represents a lightweight IPv6 adaptation layer allowing sensors 
to exchange IP packets [27,28]. Core protocols for 6LoWPAN architec-
ture have already been specified and some commercial products have been 
launched that implement this protocol suite.

9.3.2  routing over low-power And loSSy networkS

The IETF has significant experience in IP routing and it has specified 
a number of routing protocols over the past two decades (RIP, OSPF, 
etc.). On the other hand, routing in networks made of smart objects has 
unique characteristics. These characteristics led to the formation of a 
new WG called ROLL, whose objective is to specify a routing protocol 
for low-power and lossy networks (LLNs), known as RPL [29]. LLNs 
are formed by smart objects with limited processing power, memory, 
and energy. Unlike the MANET routing protocols, which perform well 
for ad hoc networks, RPL is optimized for upstream and downstream 
routing (to/from a root node), a paradigm appropriate for networks con-
nected to the Internet. This routing protocol is essential for the deploy-
ment of the IoT because it enables traffic forwarding between low-power 
devices and the Internet. It has been designed assuming that the LLN 
scan comprises up to thousands of nodes interconnected by unstable 
links. Furthermore, RPL has been designed to operate over a variety of 
link layers such as IEEE 802.15.4, and it is a typical distance vector IPv6 
routing protocol.

A directed acyclic graph (DAG) [29] is a directed graph having the 
property that all edges are oriented in such a way that no cycles exist. All 
edges are contained in paths oriented toward and terminating at one or 
more root nodes (traditionally called sinks in WSNs). RPL routes are opti-
mized for traffic to or from one or more roots (sinks). As a result, RPL uses 
the DAG topology and is partitioned into one or more destination-oriented 
DAGs (DODAGs), one DODAG per sink. RPL specifies how to build the 
DODAG using an objective function. The objective function computes the 
optimal path according to certain routing metrics and constraints. In this 
way, DODAGs with different characteristics can be formed. For example, 
different DODAGs are constructed with the objective to (1) find the best 
path in terms of link throughput while avoiding battery-operated nodes, or 
(2) find the optimal path in terms of latency while avoiding nonencrypted 
links. There can be several objective functions operating at the same node 
depending on the different path requirements of a given traffic. In this way, 
it is possible to have multiple DODAGs active at the same time to carry 
traffic with different requirements.
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Example 9.1

RPL specifies local and global repair mechanisms for recomput-
ing routes when an inconsistency is detected or based on admin-
istrative decisions [30]. Local repair means detaching a node’s 
sub-DODAG by increasing its rank value. Once a root initiates a 
global repair event, all the nodes in the DODAG recompute their 
rank values and reconfigure their parent sets. An example topol-
ogy of a RPL network together with nonstoring and storing modes 
is presented in Figure 9.5.

Solid arrows represent each node’s preferred parent (deter-
mined from the node’s neighbors and their rank values) whereas 
dotted arrows point to the other nodes in the parent set. To sup-
port routing to various destinations within the DODAG, which 
is the root, RPL uses the destination advertisement object (DAO) 
message. RPL supports scenarios in which in-network nodes do 
not have enough memory to store routes to all possible destina-
tions. In this case, the DAO messages, which contain information 
on the desired parent set of a destination node, are propagated 
up the DODAG until they reach the root. The root gathers DAOs 
from all nodes in the DODAG, and uses them to construct 
“down” routes to various destinations. Data to these advertised 
destinations is forwarded along a DODAG until it reaches the 
root, which then attaches a source routing header and sends it 
back down the DAG. Alternatively, nodes in the DODAG may 
store next-hops to downstream destinations. However, a key 
design simplification was not supporting “mixed-mode opera-
tion” in which storing and nonstoring nodes coexist because this 
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FIGURE 9.5 Example of RPL nodes that form a DAG rooted at a destination 
node supporting multipoint-to-point traffic.
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was still considered a research issue; thus, all nodes in a DODAG 
must either store or not store routes.

9.3.3  AppliCAtion protoCol

In 2010, the IETF started a new WG, called CoRE [24], with the aim of 
extending the Web architecture to even the most constrained networks 
and embedded devices. Today’s Web protocols work well between serv-
ers and clients running on PCs and handheld devices. However, con-
strained LLNs often mean high packet loss (5%–10%), frequent topology 
changes, low throughput (10–20 Kb/s), and useful payload sizes that are 
often less than 100 bytes. Embedded devices typically depend on cheap 
embedded microcontrollers, with processors running at several mega-
hertz and limited memory. In addition, the interaction patterns in M2M 
applications are different, often requiring multicast support, asynchro-
nous transactions, and push rather than pull. The CoRE WG has been 
chartered to develop a new Web transfer protocol and appropriate secu-
rity setups for these M2M applications over constrained networks and 
nodes [31].

The WG is currently completing work on the constrained application 
protocol (CoAP) [32]. It provides a highlight alternative to HTTP using a 
binary representation and a subset of HTTP’s methods (GET, POST, etc.). 
In addition, CoAP provides some transport reliability using acknowledg-
ments and retransmissions. For seamless integration, reverse proxies may 
convert 6LoWPAN to IPv6 and UDP/CoAP to TCP/HTTP so that sensor 
data can be accessed using these omnipresent protocols. The integration of 
sensors into the Internet using CoAP/HTTP already enables many appli-
cations in which developers query and process data provided by a known 
set of sensors. A machine-understandable description of sensors and the 
data they generate are required. Semantic Web technologies fulfill this 
requirement as they enable machines to understand, process, and inter-
link data using structured descriptions of service [33]. Linked open data 
as the framework makes this integration both immediate and meaningful 
through the inclusion of semantic links into a resource’s machine-readable 
description.

Example 9.2

The use of UDP as transport protocol and the reduction of the 
packet header size significantly decrease power consumption 
in IoT. To evaluate the CoAP performance improvement com-
pared with the HTTP, a simple experiment can be performed. 
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A series of web service requests, first, between a CoAP client/
server system and then between an HTTP client/server system 
are generated by Colitti et al. [34]. The CoAP system is based 
on a previously described protocol stack. Table 9.2 illustrates 
the results of the comparison between CoAP and HTTP in terms 
of bytes transferred per transaction and power consumption. It 
should be noted that the results have been taken in steady state 
conditions.

An HTTP transaction has a number of bytes nearly 10 times 
larger than the CoAP transaction. This is a consequence of the 
significant header compression executed in CoAP. In fact, CoAP 
uses a short fixed-length compact binary header of 4 bytes and 
a typical request has a total header of about 10 to 20 bytes. 
After being encapsulated in the UDP, 6LoWPAN, and MAC layer 
headers, the CoAP packet can be transferred into a single MAC 
frame, which has a size of 127 bytes. It is straightforward that 
the higher number of bytes transferred in an HTTP transaction 
implies a more intensive activity of the transceiver and CPU and, 
consequently, higher power consumption. The battery lifetime is 
unrealistically short in both cases as a consequence of the high 
number of client requests generated during the experiment. It is 
worth underlining that the results presented in this example do 
not exhaustively compare the two protocols. The simple experi-
ment presented is only intended to illustrate how the UDP bind-
ing and the header compression introduced in CoAP improve the 
power consumption of IoT.

9.4  WSNs AND IoT

There have been many research projects in the field of IP-based WSN 
approach to the IoT from a dedicated IP stack for low–processing-power 
microprocessors to real deployments. Since the development of a micro-
IP (μIP), as an open source TCP/IP stack capable of being used with tiny 

TABLE 9.2
HTTP and CoAP Comparison in Terms of Power 
Consumption

Protocol Bytes/Transaction Power Consumption (mW)

HTTP 1451 1.333
CoAP 154 0.744 
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microcontrollers for smart sensors, a few approaches were carried out on 
top of TinyOS [35] and ContikiOS [36].

There are a wide range of technologies that will be involved in building 
the IoT. The enhancement of the communications network infrastructure, 
through heterogeneous technologies, is essential as well as the adoption 
of IPv6 to provide a unique address to each thing connected to the net-
work. The technologies that allow the location and identification of physical 
objects will also be basic in this context. WSNs are able to provide an autono-
mous and intelligent connection between the physical and virtual worlds. 
Focusing on this type of network, a particular important challenge is the 
creation of a secure E2E channel between remote entities [37]. Therefore, it 
is necessary to allow the elements of a WSN to connect with other entities 
through the Internet. An increase in research efforts has lead to maturity in 
this field, yet it seems that there are some gaps that need to be filled.

As for protocols, they should be carefully designed in terms of the trade-
off between interlayer, independence, and optimization. Some protocols 
may be vertically located through layers for optimization. Other protocols 
may stay beyond the adoption layer for protocol independence. The sensor 
networks for an all-IP world (SNAIL) [5] approach to the IoT protocols 
were designed to comply with IETF RFC 4944 [27]. The SNAIL adapta-
tion layer includes all the necessary frame formats and operations, and is 
fully compliant with standards related to header compression, addressing, 
fragmentation and reassembly, and so on. To complete the IPv6 adapta-
tion, it employs important protocols that are not specified in the standard. 
To obtain an IPv6 address in the start-up process, a bootstrapping network 
protocol is proposed. In this protocol, autoconfiguration is completed by 
combining a network prefix. This prefix is obtained from a neighbor dis-
covery (ND) message from a response node with an interface identifier 
from an association process between two IEEE 802.15.4 nodes. During 
the bootstrapping process, a joining node registers its information, which 
includes an IP address, 64-bit extended unique identifier (EUI-64), type of 
routing protocol, sensors, as well as service for further network manage-
ment by the gateway. Also, the registration information is used to advertise 
the gateway’s liveness and the network prefix.

To serve rich Web content and to reduce the overhead of sensor nodes 
with no sacrifice of interoperability, the distributed resource-based simple 
web service (DRESS-WS) was designed [5]. It uses HTTP over TCP and 
distributes traffic to presentation servers and sensor nodes. As for web 
content, there exists two types of web content: real data and presentation 
templates. The real data are dynamic, whereas the templates are static 
and shareable accounting for the high traffic intensity. Only real data are 
served by nodes that host a web server, whereas the templates are served 
by presentation servers.
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Example 9.3

Consider the DRESS-WS architecture shown in Figure 9.6. It con-
sists of four components: distributed domain name system (DDNS) 
server, presentation server, gateway, and sensor node. The DDNS 
server manages the IP address information, which corresponds 
to a domain name to handle mobility of nodes. The presentation 
server serves templates, including multimedia and application 
codes to process the sensed data. The codes enable clients to 
control the periodic reporting of the sensed data. Each presenta-
tion server is assigned to sensor nodes, and each sensor node can 
have many distributed servers, depending on the manufacture of 
the node or the type of application in the node. The gateway 
performs HTTP/TCP/IP header compression and decompression 
to cover a limited network bandwidth with interoperability. The 
sensor nodes operate as a web server and serve the sensed data 
through Web services.

In DRESS-WS, when a client enters the domain name of a spe-
cific node in a common web browser, the browser is connecting 
to the DDNS server to get the corresponding IP address. While 
it requests web pages by using the address, the gateway com-
presses the headers and forwards the compressed packet to the 
sensor node. For the first access, the node replies with an HTTP 
redirect toward its presentation server (otherwise, it responds 
with the requested data). If the client receives this instruction, 

DDNS server Presentation server

Internet
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(1) DDNS 
request/response

(6) HTTP response 
for sensing data
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(4) HTTP request/response

(2) HTTP request for index page
(5) HTTP request for sensed data

(3) HTTP redirect

FIGURE 9.6 DRESS-WS architecture.
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the browser automatically requests the template files. After the 
templates are downloaded, the application codes in the templates 
work to receive and process the sensed data. Because of that, this 
architecture enables a resource-constrained device to serve its 
information with a rich user interface and less overhead. Together 
with web enablement (previously analyzed), the main issues for 
WSN and IoT interaction are related to mobility managements, 
time synchronization, and security concepts.

9.4.1  Mobility MAnAgeMent in eMbedded internet

Mobility management is one of the most important research issues in 
6LoWPAN based networks. Because typical mobility protocols are gener-
ally targeted for global mobility, they introduce significant network over-
head in terms of increasing delay, packet loss, and signaling when mobile 
nodes change their point of attachment very frequently within small geo-
graphical areas. Having that fact in mind, methods for reducing hand-
over delay are therefore essential for the IoT. The mobility protocol should 
be supported to a lightweight fashion because a thing’s mobility behavior 
directly inherits the characteristics of portable devices.

SNAIL architecture uses a novel mobility management protocol called 
MARIO, which stands for mobility management protocol to support intra-
PAN and inter-PAN handover with route optimization for 6LoWPAN [38]. 
The design of MARIO is based on MIPv6 and a fast and seamless hand-
over scheme.

In the case of the inter-MARIO handover procedure illustrated in 
Figure 9.7, when a partner node detects MN’s movement, it sends a pre-
configuration message with the MN information. The information is stored 
by foreign agents (FAs) due to resource limitations. The partner node also 
gives the MN information, such as channel information, about the neigh-
bor PAN. When orphaned, the MN can use the channel information to 
selectively scan a channel. When the MN associates with the new PAN, 
the FA performs a surrogate binding update simultaneously with the MN’s 
IP operations, as in the case of the care-of address (CoA) generation. With 
this operation, the home agent (HA) creates a binding for the home-of 
address (HoA) of the MN to the FA. After the process of joining the new 
PAN is completed, the MN sends a binding update to the FA with a bind-
ing for the MN’s HoA to the MN’s CoA. This binding operation brings 
the MN to the end of the handover procedure. Because of the handover 
preconfiguration and surrogate binding update, MARIO can reduce the 
channel scan delay, the layer 2 association delay, and the binding message 
exchange delay. MARIO also provides an additional benefit to the solution 
of the route optimization problem.
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This procedure does not provide an optimal route from the correspond-
ing node to the MN because packets addressed to the MN may be delivered 
to the HA, and then it is forwarded to the new location of MN. To solve 
this problem, which is also known as triangle routing, the MIPv6 standard 
proposes a route optimization method, which is the return routability (RR) 
procedure [39].

9.4.2  globAl tiMe SynChronizAtion

Network time protocol (NTP) [40] and simple NTP (SNTP) [41] are the 
most widely used time protocols on the Internet. They are application-level 
time protocols based on E2E communication. Also, they are unlikely to be 
used for resource-limited multihop-based networks because E2E commu-
nication for time correction causes substantial overhead. This overhead is 
due to the necessity for a number of periodic control messages to synchro-
nize from each node.

Several time synchronization protocols and schemes are proposed for 
WSNs in the open literature [42]. These protocols only focus on clock 
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synchronization, not global time synchronization. This limitation is caused 
by protocols that are tightly coupled with energy conservation in the MAC 
layer. Thus, the synchronization process is often executed only between 
neighbors.

To ensure the consistency and precision of information, the IoT requires 
globally synchronized time. A multihop time synchronization protocol 
called 6LoWPAN NTP (6LNTP) was proposed by Hong et al. [5]. This 
protocol has two phases (Figure 9.8):

 1. Gateway synchronization phase, which involves the use of the 
NTP, and

 2. LoWPAN synchronization phase, which adjusts the time to the 
reference time from the gateway

In the first phase, the 6LoWPAN gateway corrects the time by exchang-
ing request and response packets with an NTP server. Whereas in the 
second phase, the nodes synchronize their time with the gateway that syn-
chronized with an NTP server.

9.4.3  SeCurity iSSueS in eMbedded internet

For WSN to become a part of the IoT, it is necessary to consider from the 
adaptation of existing network standards to the creation of interoperable 
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protocols and the development of supporting mechanisms for composable 
services. One of the challenges is security, mainly because it is not possible 
to directly apply existing Internet-centric security mechanisms due to the 
nature of WSN. The relevant security challenges are related to the integra-
tion of WSN within the IoT. Although these challenges are tightly related 
to WSN, they can also be applicable to other relevant technologies of the 
IoT (embedded systems, MCS, etc.). Even if a WSN itself is protected with 
its own security mechanisms (e.g., using the link-layer security), the public 
nature of the Internet requires the existence of secure communication pro-
tocols for protecting the communications between two peers.

Sensor nodes can make use of the 6LoWPAN protocol to interact with 
IPv6-based networks. They are powerful enough to implement symmet-
ric key cryptography standards such as AES-128 [43]. Due to the power 
constraints and limited computational capabilities of the nodes, there is 
currently no explicit support for the IPsec protocol suite in 6LoWPAN. As 
a consequence, it is necessary to study how other mechanisms can be used 
to create an E2E secure channel.

The creation of secure channels is just one of the steps in the creation of 
a securely integrated WSN [37]. To avoid unauthorized users from access-
ing the functions of the WSN, authentication and authorization mecha-
nisms must be developed. Also, we need to create suitable and scalable 
identification mechanisms that can provide “unique identifiers” and “vir-
tual identifiers” to all the different network elements. Finally, we have to 
take into account the survivability problem of IP-based WSN.

Other important challenges in this particular field are the integration of 
security mechanisms and data privacy [44]. The security of the IoT from a 
global perspective, regarding information, must be considered. Even if dif-
ferent wireless technologies are secure by their own, their integration will 
surely generate new security requirements that must be fulfilled. Also, it is 
necessary to analyze how the security mechanisms that protect one single 
technology will be able to coexist and interact with each other.

9.5  M2M COMMUNICATIONS AND EMBEDDED INTERNET

M2M communications is a new technology that provides the networks the 
ability to bring smart services to users. It is viewed as one of the next fron-
tiers in wireless communications [45]. Different from the traditional human 
to human communications for which the current wireless networks are 
designed and optimized, the M2M concept is seen as a form of data commu-
nications between entities that do not necessarily need any form of human 
implication. It is different from current communication models in the sense 
that it involves new or different market scenarios, low cost and low effort, a 
potentially very large number of communicating terminals, and small and 
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infrequent traffic transmission per terminal [46]. As for the industry, it has 
already been working on providing M2M communications and smart ser-
vices offerings across a wide variety of market segments, including health 
care, manufacturing, utilities, distribution, and consumer products.

Because this concept brings very different requirements, and the num-
ber of communication devices may increase quickly, industry members 
have proposed enhanced wireless access networks for M2M communica-
tions. The topic of M2M communications attracted the attention of stan-
dardization bodies such as 3GPP LTE, whose objectives are looking into 
potential requirements to facilitate improvements in this field, and more 
efficient use of radio interface and network resources.

Advanced wireless multimedia networks are ready to deliver broadband 
data service at a significantly lower cost than in the past, thanks to diffu-
sion standardization. These networks offer many of the features necessary 
to enable M2M services in the future embedded Internet [47]. Ubiquitous 
Wi-Fi and mobile systems, together with P2P communication, further extend 
the coverage of wireless networks whereas significantly reducing cost per 
bit transferred. For the wireless industry, there are also profound economic 
motivations for M2M agile implementation. The set of potential revenue-
generating services includes M2M, cloud computing, and application stores.

M2M represents a future in which billions to trillions of everyday objects 
and the surrounding environment are connected and managed through a 
range of devices, networks, and cloud-based servers. The essential compo-
nents to this IoT vision are the following [47]:

• A continuum of devices from low-cost/low-power to compute-rich/
high-performance

• Ultrascalable connectivity, and
• Cloud-based mass device management and services

In the M2M market, large numbers of devices are expected to be embed-
ded, requiring low prices and power consumption. On the other hand, the 
important challenge is to enable low-cost connectivity that addresses not 
only the massive network scale but also the vastly diverse requirements 
dictated by the device continuum. Finally, the vision of the future is for no 
one device acting alone, but many devices acting together. Thus, central-
ized decision making and management of many devices within the cloud 
will become an essential value of the IoT vision.

9.5.1  M2M SySteM ArChiteCture

There exists a need for a cost-effective, scalable M2M solution that will sup-
port a variety of applications and devices. The expected increase in M2M 
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devices poses a network capacity concern. A reasonable solution offers 
hierarchical network architectures. Multiple connectivity options are avail-
able to connect M2M devices to a server and to each other. When many 
devices are limited in range due to cost/size/power constraints, hierarchical 
deployments that provide reliable and efficient interworking between mul-
tiple communication protocols will be needed. A high-level M2M system 
architecture based on wireless communications is shown in Figure 9.9.

The M2M devices can be connected to the M2M server directly through 
a WWAN connection or an M2M gateway (aggregation point). Here, the 
gateway represents a smart M2M device that collects and processes data 
from simpler M2M devices and manages their operation. Connecting 
through a gateway is desirable when devices are sensitive to cost, power, 
or location. These devices can communicate using some lower-cost wire-
less interfaces (e.g., IEEE 802.11 or IEEE 802.15).

Many M2M applications will require connectivity between end devices. 
P2P connectivity can be supported in this architecture at various levels of 
hierarchy, depending on QoS requirements and the type of content. M2M 
systems need to be able to detect unusual events, such as changes in device 
location and device malfunction, and support appropriate levels of authen-
tication for M2M devices and gateways. Enhanced monitoring and secu-
rity may require changes to the network entry/re-entry procedure.

9.5.2  M2M StAndArdizAtion

Most standard bodies are taking a phased approach because the require-
ments and applications are still evolving. Fundamental M2M features are 

M2M server

M2M “direct” sensors M2M “indirect” sensors

Internet

P2P communications

Gateway Gateway
WWAN

connections
WLAN

connections

Aggregation
points

WPAN
connections

FIGURE 9.9 A high-level M2M system architecture.
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standardized and enabled quickly, with optimizations expected in later 
phases as the market grows.

In the first phase, only enhancements that require software changes 
(e.g., MAC modifications) are enabled. In the later phases, more extensive 
modifications to the PHY and MAC are expected. This will accommo-
date advanced requirements such as those for the M2M gateways. M2M 
is dependent on various technologies across multiple industries. Thus, the 
required scope of standardization is significantly greater than that of any 
traditional standards development. Unique challenges related to the M2M, 
which must be resolved by the wireless standards bodies, include the fol-
lowing [48]:

• A much larger number of devices need to be supported in a M2M 
network than an H2H. Optimizations are needed to avoid network 
congestion and system overload.

• Traffic patterns of M2M devices are quite different from those 
of H2H networks. M2M devices might frequently access the net-
work, only to transmit small bursts of data.

• Many types of M2M devices, running various applications with 
different characteristics and requirements, all need to be supported.

• As many M2M devices are fixed devices, resource management 
and allocation for low-mobility devices need to be optimized.

• As M2M devices may be deployed without human supervision, 
advanced mechanisms for security and antivandalism need to be 
supported.

• It’s crucial for network operators to be able to offer M2M services 
and devices at a low cost level for mass-market acceptance.

• Enhancements for minimizing battery power usage are important 
for low-power M2M devices.

• Other challenges exist, including subscription management and 
billing.

Collaboration among standards organizations across different indus-
tries is essential. The M2M community recognized this need, and joint 
efforts and collaborations among standards bodies are increasing. The 
current status of global M2M standards development is presented in 
Table 9.3.

Besides developing open interfaces and standard system architectures, 
M2M ecosystems also need to establish a set of common software and 
hardware platforms to substantially reduce development costs and improve 
time to market. Most of the existing proprietary vertical M2M solutions 
have difficulty scaling.
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9.5.3  ip MultiMediA SubSySteM And M2M integrAtion

In the next few years, IoT services and applications are likely to become 
an integral part of everyday life. Basic technologies that leverage seamless 
interaction between unconventional artifacts have already been developed 
and play a relevant role in different application domains (e.g., tracking 

TABLE 9.3
Status of M2M Standards Development

Standards Development 
Organization (Project) M2M Development

3GPP (Release 11) Requirements and network optimization for features such as 
low power, congestion and overload control, identifiers, 
addressing, subscription control, and security

Network improvements for M2M communication, network 
selection and steering, service requirements, and 
optimizations

ETSI (M2M network 
architecture)

Functional and behavioral requirements of each network 
element to provide an E2E view

GSM Alliance 
(GSM operation 
for M2M)

Define a set of GSM-based embedded modules that address 
operational issues, such as module design, radio interface, 
remote management, provisioning and authentication, and 
basic element costs

IEEE 802.16p Optimize radio interface for low power, mass device 
transmission, small bursts, and device authentication. M2M 
gateway, cooperative M2M networks, and advanced M2M 
features

IEEE 802.11 Update radio interface to enable use of subgigahertz 
spectrum

IEEE 802.15.4 Radio interface optimization for smart grid networks
WiMAX Forum (network 
system architecture 
specification)

Define usages, deployment models, functional requirements 
based on IEEE 802.16 protocols, and performance 
guidelines for end-to-end M2M system

Wi-Fi Alliance 
(smart grid task group)

Promote the adoption of Wi-Fi within the smart grid through 
marketing initiatives, government and industry engagement, 
and technical/certification programs

Open Mobile Alliance 
(device manageability)

Define requirements for the gateway-managed object

Telecommunications 
Industry Association 
(M2M SW architecture 
TR50)

Develop and maintain access interface standards for 
monitoring and bidirectional communication of events and 
information between smart devices and other devices, 
applications, or networks
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and tracing, vehicular telematics, health care, remote maintenance, and 
control).

Early experimentation on the heterogeneous communication concept in 
IP multimedia subsystem (IMS) networks has shown that consolidation of 
strategies for harmonized data handling can greatly assist liberalization of 
rich content IP communication and guarantee QoS, integrity of mobility 
management, as well as uniformity of service charging [49].

IMS seems to be a natural solution to simplify the integration of M2M 
applications in a wider municipal service ecosystem. On the one hand, 
IMS represents an excellent integration framework that permits us to 
take full advantage of legacy solutions. On the other hand, IMS makes 
it possible to effectively interact with internal M2M mechanisms and 
coordinate M2M device communications to encompass relevant aspects 
of communication management. Also, the adoption of IMS simplifies the 
service management process, as involved technical staff requires only 
limited training to administer and maintain a new IMS-based system 
[50].

The need to seamlessly integrate the system with a broader service 
architecture suggested the adoption of IMS as the basic communica-
tion management support. IMS provides ubiquitous and production-level 
support for the development of novel services that are easy to integrate 
with existing wireless infrastructures, and further decrease costs. As 
a consequence, IMS is particularly well suited to realizing advanced 
management platforms that are able to integrate different infrastruc-
tures and service components according to specific application domain 
requirements.

Example 9.4

An example of IMS-enabled M2M-based management system 
is presented in Figure 9.10. This system consists of three main 
domains and is applicable in road traffic management [50].

Each retractable bollard hosts an M2M device that partici-
pates in the M2M device domain. The second domain is the net-
work domain, which enables communication between the M2M 
device and the M2M server over the mobile operator network. 
This domain consists of the most important 3GPP evolved packet 
system nodes and IMS components such as

• Home subscriber server (HSS) is the database storing authen-
tication data and profiles for clients, ranging from M2M 
devices to IMS-enabled clients.
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• Proxy-/interrogating-/serving-call session control functions 
(P-/I-/S-CSCF) core entities of IMS that realize several main 
functions, including localization, routing SIP messages, asso-
ciating an IMS client with its S-CSCF (as indicated within the 
client profile), and modifying the routing of specific types of 
SIP messages to applications servers depending on filters/
triggers specified by client profiles maintained by the HSS.

• Presence service (PS) that, following a publish/subscribe model, 
allows users and hardware/software components to publish 
data to interested entities previously subscribed to the IMS 
PS server.

Fault and
monitoring

updates
Citizen

credentials

Metropolitan traffic
management

Credential
management

Ticket management Permission updates and system
monitoring

Internet

Mobile operator
network

Network
domain

PS

GGSN
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(IMS/M2M profiles)

P-/I-/S-CSCF
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application domain
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Retractable 
bollard working
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FIGURE 9.10 IMS-enabled M2M-based road traffic management system.
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• Serving GPRS support node (SGSN) acts as a local mobility 
anchor node.

• Gateway GPRS support node (GGSN) acts as an interface 
between the mobile operator network and different packet 
data networks.

Detailed architecture and functions of IMS components are 
analyzed by Bakmaz et al. [51]. In the third domain (municipality 
application domain), the M2M server represents the service inte-
gration core component. That is, it interacts with M2M devices 
over IMS, provides suitable support to authorize citizens to 
access restricted areas by interacting with a credential manage-
ment server to obtain currently applicable citizen’s credentials, 
and interacts with the traffic management system.

9.6  NANONETWORKS AND IoT

Nanotechnology promises new solutions for many applications in the bio-
medical, industrial, and homeland security fields as well as in consumer 
and industrial goods [13]. Nanomachines can be defined as the most 
basic functional units, integrated by nanocomponents and able to per-
form simple tasks such as sensing or actuation. Coordination and infor-
mation sharing among several nanomachines will expand the potential 
applications of individual devices both in terms of complexity and range 
of operation. Traditional communication technologies are not suitable for 
nanonetworks mainly due to the size and power consumption of trans-
ceivers, receivers, and other components. The use of molecules, instead 
of electromagnetic or acoustic waves, to encode and transmit the infor-
mation represents a new communication paradigm that demands novel 
solutions such as molecular transceivers, channel models, or protocols for 
nanonetworks [14,15].

Nanonetworks do not represent a simple extension of traditional com-
munication networks at the nanoscale. They provide a complete new 
communication concept in which most of the processes are inspired by 
biological systems. The main differences between traditional communica-
tion networks and nanonetworks enabled by molecular communication are 
evaluated by Hiyama et al. [52] and summarized Table 9.4.

The interconnection of nanoscale devices with existing communication 
networks and, ultimately, the Internet defines a new networking paradigm 
that is further referred to as the IoNT. The interconnection of nanoma-
chines with existing communication networks and eventually the Internet 
requires the development of new network architectures.
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9.6.1  CoMponentS of iont ArChiteCture

Regardless of the final application, the following components such as 
nanonodes, nanorouters, nano-microinterface devices, and gateways can 
be identified (Figure 9.11).

Nanonodes are the simplest and smallest nanomachines. They can per-
form simple computation, have limited memory, and can only transmit 
over very short distances, mainly because of their reduced energy and lim-
ited communication capabilities. Good examples are biological nanosensor 

TABLE 9.4
Comparison of Traditional Communication Networks and 
Nanonetworks Enabled by Molecular Communication

Communication

Traditional Molecular
Signal type EM waves Chemical
Propagation speed Speed of light Extremely low
Medium conditions Wired: Almost immune

Wireless: Affects 
communication

Affects communication

Noise Electromagnetic fields and 
signals

Particles and molecules in 
medium

Encoded 
information

Multimedia Phenomena, chemical states, or 
processes

Energy consumption High Low

Internet

Gateway

Nano-microinterface
Nanorouter

Nanonode

Nanolink

Microlink

FIGURE 9.11 Network architecture for IoNT.
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nodes inside the human body and nanomachines with communication 
capabilities integrated in all types of things such as books, keys, and so on.

Nanorouters as a type of nanodevice have comparatively larger compu-
tational resources than nanonodes and are suitable for aggregating informa-
tion coming from underlying nanomachines. Also, nanorouters can control 
the behavior of nanonodes by exchanging very simple control commands 
such as on/off, standby, and so on. However, this increase in capabilities 
involves an increase in their size, and this makes their deployment more 
invasive.

Nano-microinterface devices are able to aggregate the information 
coming from nanorouters, to convey it to the microscale, and vice versa. 
They can be contemplated as hybrid devices able both to communicate in 
the nanoscale using the aforementioned nanocommunication techniques 
and to use classic communication paradigms in conventional communica-
tion networks.

In this architecture, a gateway enables the remote control of the entire 
system over the Internet. For example, in an intrabody network scenario 
[13], a smartphone can forward the information it receives from a nano-
microinterface to the health care provider. On the other hand, in the inter-
connected office, a modem-router can provide this functionality.

9.6.2  nAnonetworkS CoMMuniCAtion

The IoNT communication concept begins at the networking of several 
nanomachines. Nanonetworks are not downscaled networks. There are 
several properties stemming from the nanoscale that require us to totally 
rethink well-established networking concepts. The main challenges from 
the communication perspective are presented in a bottom-up fashion, by 
starting from the physical nanoscale issues affecting a single nanomachine 
up to the nanonetworking protocols [13,53]. Figure 9.12 shows the design 
flow for the development of nanonetworks.

Communication at the nanoscale is strongly determined by the operat-
ing frequency band of future nanotransceivers and nanoantennas. Graphene-
based nanoantennas have been proposed as prospective solutions for 
nanoscale communications [54]. The wave propagation velocity in gra-
phene can be up to one hundred times below the speed of light. As a result, 
the resonant frequency of nanoantennas can be up to two orders of mag-
nitude below that of nanoantennas built with noncarbon materials. The 
use of EM waves in the megahertz range can initially be more appeal-
ing than emission in the terahertz band, provided that by transmitting at 
lower frequencies, nanomachines can communicate over longer distances. 
However, the energy efficiency of the process to mechanically generate 
EM waves in a nanodevice is predictably very low [55].
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9.7  CONCLUDING REMARKS

An emerging category of devices at the edge of the Internet are consumer-
centric mobile sensing and computing devices. In a category of applications 
termed MCS, individuals with sensing and computing devices collectively 
share data and extract information to measure and map phenomena of 
common interest.

Existing semantic sensor web technologies enable the integration of 
sensors into the Web. It was difficult to foresee the wealth of current 
web applications back when the Web was first created, yet now we have 
seen how widely adopted the Web has become. Likewise, it is difficult to 
predict how people will come to use the semantic Web of things. Using 
sensor data is clearly beneficial, because then integration with knowl-
edge from arbitrary services is possible. For example, sensor data can be 
linked to geographic data, user-generated data, scientific data, and so on. 
A strong indicator of whether this line of development will be successful 
in the long run is also provided by the exponential growing amount of 
linked data.

An important and big step toward the IoT would be to facilitate suitable 
IP-based WSN technologies to support the network of things. An increase 
in research efforts has led to maturity in this field, yet there seems to be 
gaps to be filled because of the focus on how to adopt the IP to the space 
of things. Considering the effect of billions of new internetworked devices, 
the emerging IETF protocol stack for IoT should be the cornerstone for 
research in this field.

Protocols for nanonetworks

Encoding and modulation techniques

Nanocommunications channel modeling

Operating frequency band of nanotransceivers

Properties of nanomaterials

FIGURE 9.12 The design flow for nanonetworks communication.
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M2M communications in the context of the mobile Internet has been 
a subject of intense discussions over the past 2 years. Some people see 
it as the next technology revolution after the computer and the Internet. 
As for M2M, it presents both challenges and opportunities to the indus-
try. Although there are significant business and economic motivations for 
operators and equipment manufacturers to invest in future generations of 
M2M services, the highly fragmented markets risk the forecasted growth 
of M2M markets. Two things are needed for the embedded Internet vision 
to materialize: the development of new technologies that scale with the 
growth of M2M markets, and a broad standardization effort in system 
interfaces, network architecture, and implementation platforms.

Although the IoT concept has been around for several years now, there 
are still many crucial issues that have not been solved, including hetero-
geneity, scalability, security, and others. The complexity of these techni-
cal issues, especially in view of the resource-constrained nature of many 
components and of the use of wireless communications, calls for a unified 
architectural view that is able to address them in a coherent fashion.

Nanotechnology is enabling the development of advanced devices 
that are able to generate, process, and transmit multimedia content at the 
nanoscale. The wireless interconnection of pervasively deployed nano-
devices with all sorts of devices and, ultimately, the Internet will enable 
a new networking paradigm, known as the IoNTs. This new concept will 
have a great effect on almost every field, starting from telemedicine to 
military purposes. To enable communication among nanomachines, it is 
necessary to readjust traditional communications and to define new alterna-
tives stemming from the nature of the nanoscale. Although nanohardware 
is still being developed, the definition of new encoding and modulation 
for nanomachines, and the development of nanonetworking structures and 
protocols are major scientific research issues.
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10 Flexible Future of 
the Internet

The evolution of the Internet has played a central and crucial role as the main 
enabler of digital era. Thus, the Internet has been successfully deployed for 
several decades due to its high flexibility in operating using different physi-
cal media and supporting different higher layer protocols and applications. 
Although future networks will require a multimedia transport solution that 
is more aware of a delivery network’s requirements, the future Internet (FI) 
is expected to be more agile, scalable, secure, and reliable. Rapidly emerging 
applications with different requirements and implications for FI design pose a 
significant set of problems and challenges. In migrating toward the FI era, key 
characteristics are robust network infrastructure as well as numerous appli-
cations and services. Of course, the infrastructure must be highly pervasive, 
consisting of humans, smart objects, machines and the surrounding space, and 
embedded devices, which will result in a highly decentralized environment 
of resources interconnected by networks. These characteristics make it clear 
that management of the FI will have additional complexity to support multiple 
demanding and changing situations for the desired provisioning quality of ser-
vice/experience (QoS/QoE). The FI will need to be intelligent and adaptive, 
continuously optimizing the use of its resources and recovering from faults and 
attacks without any effect on the demanding services and applications. Due to 
the rapid developments in mobile communications, and the increased quality 
and quantity of user-created contents, the role of the Internet has changed to 
a content-oriented data-sharing network. This new paradigm requires a major 
transformation of the current Internet architecture, which has lead to the birth 
of the information-centric networking concept.

10.1  INTRODUCTION

The existing Internet, principally based on the best effort service, has several 
structural inefficiencies and relies on significant overprovisioning of band-
width to reduce congestion and achieve weak statistical QoS guarantees. The 
new ubiquitous multimedia communication services are radically changing 
the nature of the Internet: from a host-to-host communication service to a 
 content-centric network, in which users access the network to find relevant 
content and to possibly modify it [1]. The user-generated content paradigm is 
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further pushing toward this evolution, whereas the social platforms have an 
increasing role in the way users access, share, and modify the content. The 
radical departure from the objectives that have driven the Internet’s original 
design is now pushing toward a redesign of the Internet’s architecture and pro-
tocols to take account of completely new design requirements.

The FI is being addressed as a novel concept for future interoperable net-
works providing direct and ubiquitous access to information [2]. Generally, 
FI is an information exchange system that interfaces, interconnects, inte-
grates, and expands today’s Internet, as well as networks of any type and 
scale to provide efficiently, transparently, timely, and securely any type 
of service, from the best effort information retrieval to highly demanding 
performance services.

The key differences between the current and future Internet are as follows: 
time bandwidth, sharing of control, content distribution optimization, content 
identity management, network models with guaranteed QoE, and scalability. 
Time bandwidth will provide gigabits or even higher per second connectiv-
ity, thus enabling a wider range of services with higher quality. Sharing of 
control means that whereas the first generation Internet facilitates the sharing 
of information, the second generation Internet facilitates the sharing of con-
trol to manage the provisioning of services. Content distribution optimization 
understands new techniques to optimize content distribution from the users’, 
network providers’, and content providers’ points of view. Content identity 
management ensures content veracity, whereas the rights of use are needed 
together with content protection. Accurate metrics and optimization mecha-
nisms are the most appealing challenges related to the QoE monitoring and 
optimization in FI. For network models to guarantee scalability, it should be 
noted that new network paradigms have to be devised to cope with substantial 
scalability needs in different dimensions of the network.

The FI will experience two major shifts from the conventional Internet 
[3]. The first is a shift from wired to wireless communications. Secondly, 
the role of a network will be more rapidly shifted from communication 
between end users to content delivery, especially large media files. Based 
on these observations, it is expected that there would be a rapid growth in 
the consumption of multimedia content by mobile devices. At the same 
time, network resources are hard to be pre-allocated to accommodate the 
growth due to the unpredictable behavior of proliferated mobile devices. 
To accommodate such an environment adaptively and to provide any user 
the means to access contents efficiently, a new network architecture is 
highly anticipated.

This chapter starts with the main principles of FI architecture. Then, 
the delivery infrastructure for next generation services is presented. Next, 
information-centric networking is invoked and analyzed through the most 
representative approaches. The concept of scalable video delivery is briefly 
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presented as key for efficient streaming in FI. Also, media search and 
retrieval in the FI is outlined. FI self-management scenarios conclude the 
chapter.

10.2  PRINCIPLES FOR FI ARCHITECTURE

Recently, significant demands to transform the Internet from a simple host-
to-host packet delivery infrastructure into a more diverse paradigm built 
around the data, content, and users instead of the machines, are anticipated 
[4]. All these challenges have led to research on FI architecture, which is 
not a single improvement on a specific topic or goal. A clean slate solution 
on a specific topic may assume the other parts of the architecture to be 
fixed and unchanged. Thus, assembling different clean slate solutions tar-
geting different aspects does not necessarily lead to a new Internet archi-
tecture. Instead, it has to be an overall redesign of the entire architecture, 
taking all the issues (security, mobility, performance reliability, etc.) into 
consideration. It also needs to be evolvable and flexible to accommodate 
future changes. Some of the other widely accepted key research topics spe-
cifically aimed at the design of the FI can be identified as follows.

10.2.1  InformatIon-CentrIC networkIng

The primary use of today’s Internet has changed from host-to-host commu-
nication to content distribution. Thus, it is desirable to change the architec-
ture from IP-based to the data/content-oriented distribution. This category 
of new paradigms introduces challenges in data and content security and 
privacy, scalability of naming and aggregation, compatibility and interop-
erability with IP, and efficiency of the new paradigm. Inspired by the fact 
that the Internet is increasingly used for information dissemination, rather 
than for pair-wise communication between end hosts, this paradigm aims 
to reflect current and future needs better than the existing TCP/IP architec-
ture [5]. Instead of accessing and manipulating information only bypass-
ing of servers hosting them, putting named information objects themselves 
at the center of networking is appealing, from the viewpoint of informa-
tion flow and storage. This information-centric usage of the Internet raises 
various architectural challenges. Many of them are not handled effectively 
by the current network architecture. This makes information-centric net-
working an important research field in FI architecture. Storage for caching 
information is part of the basic network infrastructure, whereas network 
service is defined in terms of named information objects, independently 
of where and how they are stored or distributed. Using this approach, an 
efficient and application-independent large-scale information distribution 
is enabled [6].
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10.2.2  network VIrtualIzatIon and adaptIVe 
resourCe management

Before the Internet gained its current popularity, single network providers 
usually owned the communication infrastructures. However, this situation 
is slowly transforming into a new business model in which a distinction 
between network providers and service providers is becoming apparent. 
This concept is also known as network virtualization [7], in which ser-
vice providers lease the resources they need from network providers and 
are allowed to have a certain control over the use of these resources. The 
increased flexibility means that service providers may configure their vir-
tual networks according to the services they are offering, whereas the net-
work provider needs to safeguard the fair usage of the resources. However, 
the dynamics of services may change over short timescales, leading to 
the need for dynamic resource subscription policies from the network pro-
vider. Another crucial requirement of the FI is the adaptive use of resources 
through efficient routing. The majority of traditional routing solutions are 
based on optimization methods, in which previous knowledge of traffic 
demand exists, and the demand does not change frequently. However, as 
the number of services increases and evolves at a fast pace, more reactive 
and intelligent routing mechanisms are required.

10.2.3  flexIble and eVolVable open InfrastruCture

A major factor behind the requirement of redesigning the Internet is the 
fact that the original Internet was designed mainly for accommodating 
data traffic with stable traffic patterns. However, it is neither feasible nor 
practical to perform a complete redesign of the Internet each time new 
requirements or drastic technological or social changes arise that do not fit 
the current architecture. Therefore, the design of the FI should be based on 
sustainable infrastructure that is able to support evolvability. This should 
enable new protocols to be introduced with minimal conflict to existing 
ones. At the same time, the design of architecture and protocols should 
be made in a modular way, in which protocol components can have cross-
layer interactions. The evolvability of the FI should also allow for a certain 
degree of openness, wherein protocols with the same functionalities can be 
deployed by various entities to suit their own needs [8].

10.2.4  mobIlIty management

Mobility is the norm of the architecture that potentially nurtures FI with 
new scenarios and applications. Convergence demands are increasing 
among heterogeneous networks that have different technical standards and 
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business models. The mobility, as the norm of the architecture potentially 
nurtures FI architecture with new scenarios and applications. Also, there 
are challenges such as how to trade off mobility with scalability, security, 
and privacy protection of mobile users, mobile end point resource usage 
optimization, and others. Virtual mobility domains architecture [9] seems 
to be a good starting point in FI seamless design because it supports both 
interautonomous system (macro) and intra-autonomous system (micro) 
mobility by leveraging tiered addressing (a network cloud concept) and a 
unique packet-forwarding scheme. This architecture is distinct from tradi-
tional mobility approaches by not using IP addressing and classic routing 
protocols, and deploying user-centric overlapping mobility domains.

10.2.5  Cloud ComputIng-CentrIC arChIteCtures

The cloud computing perspective has attracted considerable research effort 
and industry projects toward these goals. A major technical challenge is 
how to guarantee the trustworthiness of users while maintaining persistent 
service availability. Migrating storage and computation into the cloud and 
creating computing utility is a trend that demands new Internet services 
and applications. Data centers are the key components of such new archi-
tectures. The design of secure, trustworthy, extensible, and robust architec-
ture to interconnect data, control, and management planes of data centers 
is an important issue.

10.2.6  seCurIty

Although security was added into the traditional Internet as an additional 
overlay instead of an inherent part of the architecture, it has now become an 
important design goal for the FI’s architecture. The challenge is related to both 
the technical context and the economic and public policy context. From the 
technical aspect, it has to provide multiple granularities such as encryption, 
authentication, authorization, and others (see Chapter 7), for any potential use 
case. It needs to be open and extensible to future security-related solutions. As 
for the nontechnical aspect, it should ensure a trustworthy interface among the 
participants such as users, network providers, and content providers.

10.2.7  energy effICIenCy

There is an increasing recognition of the importance of energy conserva-
tion on the Internet because of the realization that the exponential growth of 
energy consumption that follows the exponential increase in the traffic inten-
sity is not sustainable [1]. A common approach toward saving energy today is 
switching devices off or putting them into sleep state. However, with the large 
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number of nodes anticipated in the FI, this process should be performed in 
a collaborative manner while ensuring that end users’ requirements are met.

10.2.8  experImental test beds

The current Internet is controlled and managed by multiple stakeholders 
who may not be willing to expose their networks to the risk of experi-
mentation. So the other goal of FI architecture research is to explore open 
virtual large-scale test beds without affecting existing services. Currently, 
test bed research includes multiple projects with different virtualization 
technologies, and the cooperation and coordination among them. These 
projects explore challenges related to large-scale hardware, software, dis-
tributed system test and maintenance, security and robustness, coordina-
tion, openness, and extensibility [4].

10.3  PHYSICAL LAYER–AWARE NETWORK ARCHITECTURE

Limitations and shortcomings of the current Internet’s architecture are driving 
research trends toward a novel, secure, and flexible architecture. FI’s architec-
ture needs to provide the coexistence and cooperation of multiple networks on 
common platforms through the virtualization of network resources. Possible 
solutions embrace a full range of technologies, from fiber backbones to wire-
less access networks. The virtualization of physical networking resources 
will enhance the possibility of handling different profiles while providing the 
impression of mutual isolation [2]. This abstraction strategy implies the use of 
well-elaborated mechanisms to deal with channel impairments and require-
ments in access and core networks. In this context, a physical layer–aware 
perspective of the different issues involved in the entire virtualization process 
becomes a key aspect to properly assess how the required level of virtualiza-
tion can be achieved, while being as transparent as possible to the user, inde-
pendently of the type of service and technology being used.

In the 4WARD project [10], multiple ways of constituting a generic path, 
with transport functions adapted to the capabilities of the underlying net-
work, were investigated and evaluated, taking physical and technological 
constraints into account. These generic paths will be the abstraction of all 
possible communication relationships between end points, irrespective of 
their physical realization across wireless and wireline technologies, thus 
hiding specific channel characteristics from the overall transport system.

10.3.1  physICal layer awareness In wIreless aCCess networks

Although the 4WARD project examines all types of media for modern 
core and access networks, significant attention is provided to physical layer 
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awareness in wireless access networks. Concerning the wireless propa-
gation channel, the unreliability is usually caused by the radiofrequency 
propagation itself. The signal experiences different kinds of attenuation 
and losses due to several phenomena involved in the physical mechanism 
of wave propagation in multipath environments. Channel impairments that 
can influence the overall network behavior can be classified as

• User behavior, in which the operating environment and the mobile 
terminal speed are the strongest impairments

• Radio channel, which itself imposes several impairments due to 
transmitting power levels, time variability of propagation condi-
tions, signal loss, fading, interference, etc.

• Possible impairments caused by the system are due to available 
bandwidth, channel access technique, handover schemes, and 
uplink/downlink channel asymmetry

To overcome these shortcomings, taking into account that a wireless 
link is subject to bursty errors and varying channel capacities, it is also 
desirable that higher layers (e.g., radio resource management and schedul-
ing levels) have the following features [2]:

• Efficient link use to avoid slots to be assigned to currently bad links
• Delay bound, for supporting delay-sensitive applications
• Fair resource distribution according to different QoS requirements
• Low complexity algorithms, allowing real-time control of wireless 

link parameters
• Service adaptation to link quality, making it possible to dynami-

cally update data rate and QoS requirements according to the link 
quality

• Isolation among different sessions, to maintain QoS requirements 
for a given session

• Low energy consumption for improved MT battery life and effi-
cient radio networks

• Delay/bandwidth decoupling because delays are usually coupled 
to the available bandwidth

• Scalability, allowing for an efficient operation by fairly sharing the 
resources among different sessions

10.3.2  physICal layer–aware arChIteCture framework

Current network architectures are commonly based on layered models. On 
the other hand, efficient and effective communications systems require cross-
layer information. For example, integrating IP-based services with wireless 
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networks has been a great challenge. Specifically, in a strictly layered system, 
it is difficult to incorporate several enhancements, such as IP security and 
multicasting, or to adapt to new communication systems with specific require-
ments, such as energy-constrained sensor networks and content centric ones 
(see Chapter 9). Regarding developments toward networks virtualization, it 
should become much easier to bring out new architectures with features and 
properties that are individually tailored to the respective requirements.

An architecture framework was proposed by Cardoso et al. [2] to rep-
resent perspective design approach for FI. This set of concepts and proce-
dures can be used to model existing networks as well as future solutions, 
applying a design process that provides a systematic approach to guide 
the network architects. The architecture framework provides two views on 
network architectures:

• The macroscopic view focuses mainly on structuring the network 
at a higher level of abstraction, and introduces the concept of stra-
tum as a flexible way to layer the services of the network. Here, 
extensions, amendments, as well as generalizations to the tradi-
tional layered system are incorporated.

• The microscopic view concentrates more on the functionalities 
needed within the network, their selection, and composition to so-
called netlets (containers that provide a certain service) that are 
embedded in the physical nodes of the network. Also, it comple-
ments this design, concentrating on the functionalities needed 
within the participating network nodes, and on how this function-
ality can be organized within the architecture of such nodes.

The stratum is a structural element of the network architecture (Figure 
10.1), being used for designing, realizing, and deploying distributed 
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functions in a communication system. It is modeled as a set of logical 
nodes that are connected through a medium [11]. The functionality of a 
stratum is encapsulated by and offered as a service to other strata through 
a stratum service point (SSP). A stratum implementing the same or a simi-
lar distributed function, but in a different domain (thus assuming indepen-
dent implementations), can interoperate through a stratum gateway point 
(SGP).

Horizontal strata (i.e., stratumX and stratumY) provide different lev-
els of transmission capabilities and communication among the different 
nodes that form them, whereas on the other hand, vertical strata have the 
responsibility of managing and monitoring the different aspects present 
within the network, and taking decisions on which action to take if that is 
required. Netlets consist of functionalities required to provide the end-to-
end services. They contain protocols and, therefore, provide the medium 
for the strata they belong to. Inside the same netlet, there could be func-
tionalities that are related to different strata. With the principle of hiding 
protocol details, yet providing a number of properties via its interfaces, 
netlets can be easily exchanged without the need to change application or 
network interfaces.

The two vertically oriented strata provide governance and knowledge 
for an entire network (i.e., a set of horizontal strata). The knowledge stra-
tum provides and maintains a topology database as well as context and 
resource allocation status as reported by a horizontal stratum. The gov-
ernance stratum uses this information, together with input provided via 
policies, to continuously determine an optimal configuration of horizontal 
strata to meet the performance criteria for a network. This stratum also 
establishes and maintains relations and agreements with other networks.

The repository contains the set of building blocks and design patterns 
for the composition of functionalities (i.e., to construct the strata and the 
netlets) for specific network architectures, including best practices and 
constraints to ensure interoperability among network architectures.

Signaling capabilities must be present in any stratum to coordinate their 
own internal operations, and to interoperate with other strata as well. In 
addition to mobility, the accumulation of control information in differ-
ent system elements needs to be considered. Both are related to dynamics 
because the state of the network might have changed during the transmis-
sion of control information. Thus, signaling is needed to find out the cur-
rent level of dynamics and react in real-time to minimize these overhead.

10.3.3  network VIrtualIzatIon

The application of network virtualization enables the coexistence of mul-
tiple network architectures on a shared infrastructure to meet the diverse 
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requirements of the FI. In a virtual network (VNet) approach, a three-role 
model was chosen for splitting up provider roles into infrastructure and 
service providers [2]. The infrastructure provider (InP) is responsible for 
maintaining physical networking resources, such as routers, links, wire-
less infrastructure, and others, and enabling the virtualization of these 
resources. Also, the InP provides a resource control interface for the vir-
tualized resources, through which InPs can make virtual resources and 
partial virtual topologies (slices) available to virtual network providers 
(VNPs), which are the customers of the InP.

The VNP constructs VNets using virtual resources and partial topolo-
gies, provided by one or more InPs or other VNPs. This role (in essence) 
adds the layer of indirection that virtualization provides. The resource 
control interface is used, provided by the InP who owns the resource, to 
request and configure these virtual resources. A newly constructed VNet 
can be made available to a virtual network operator (VNO) or to another 
VNP, who can recursively use it to construct an even larger VNet. Network 
virtualization process is shown in Figure 10.2.

The VNO controls and manages the VNet to provide services. Once the 
VNet has been constructed by a VNP, the VNO is given console access 
to the virtual resources setting up the VNet, allowing it to configure and 
manage them just like a traditional network operator manages physical 
network resources.

In the virtualization process, a relevant issue that has to be considered is 
the occupancy and management of resources in VNets, and their possible 

VNO

VNP

VNet slice

InP1 InP2 InP3

FIGURE 10.2 Network virtualization process.
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(re)utilization by other services/flows belonging to another VNet. This can 
be used to optimize their efficiency. After the creation of a VNet, physical 
resources that have been allocated to it may not be in use, which can lead 
to an inefficient use of physical resources, hence, an entity in the VNet 
architecture must manage the resource occupancy.

The mobility dimension in the virtualization process comprises any 
physical entity that can affect virtual network performance due to its 
mobility. Physical resources comprise any physical entity of the network 
with the ability to be in motion (from the network resources to the end 
users’ devices). VNets are directly related to physical resources under-
neath, and any change in the availability of resources (mobility generates 
many of them) affects the performance of the virtual networks that use 
them. Detection and reaction to any physical changes in the network topol-
ogy are key issues in mobility management. A VNet, with the information 
regarding the changes provided by the management layer, will rearrange 
the corresponding virtual networks to the new physical topology.

10.4  INFORMATION-CENTRIC NETWORKING

Traditional communication between a pair of networked devices has 
evolved into a scenario in which new services generate unprecedented 
amounts of content (video streaming, cloud computing, etc.), and at the 
same time allow multimode mobile devices to access this information via 
different connectivity opportunities. The existing host-centric architecture 
has been upgraded to encompass content-oriented mechanisms such as 
content delivery networks (CDNs), peer-to-peer (P2P) overlays, and HTTP 
proxies deployed over the existing infrastructure. Recently, novel network-
ing principle was proposed for efficient content delivery. In this approach, 
the Internet needs a fundamental paradigm shift from a traditional host-to-
host conversation model to a content-centric communication model. Using 
this model, it is no longer necessary to connect to a server to obtain con-
tent. Instead, a user can directly send a request for content to the network 
with the content name without considering the original content location.

The focus on content distribution has led to the concept of information- 
centric networking (ICN), allowing content to be addressed by name 
and not by location or end point addresses. This principle has motivated 
various projects’ approaches, such as data-oriented network architecture 
(DONA) [12], network of information (NetInf) [13], content-centric net-
working (CCN), also known as named data networking (NDN) [14], and 
so on. Although all these approaches differ in many specific details, they 
share many common assumptions, objectives, and architectural properties. 
The general goal is to develop a network architecture that is better suited 
for  efficiently accessing and distributing content, and that better copes 
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with disconnections, disruptions, and flash crowd effects in the communi-
cation service.

By naming information at the network layer, ICN favors the deployment of 
in-network caching and multicast mechanisms, thus facilitating the efficient 
and timely content delivery to the users. However, there is more to ICN than 
information distribution, with related research initiatives employing informa-
tion awareness as the means for addressing a series of additional limitations in 
the current Internet architecture, for example, mobility management and the 
security to fulfill the entire spectrum of FI requirements and objectives. In this 
context, ICN has emerged as a promising candidate for the FI architecture.

10.4.1  ConCept and prInCIples of InformatIon-
CentrIC networkIng

Distinct from IP networking, the ICN concept has three main characteristics 
[15]. At first, an ICN node performs routing by content names and not by host 
locators. In this case, identifying hosts is replaced by identifying contents and 
the location of a content file is independent of its name. Because IP address 
has both the identifier and locator roles, IP networking has problems like 
mobility. By splitting these roles, ICN has location independence in content 
naming and routing, while being free from mobility and multihoming prob-
lems. Second, in the publish–subscribe communication model, the content 
generation and consumption can be decoupled in time and space to distrib-
ute contents efficiently and more scalably. Third, the authenticity of contents 
can easily be verified by leveraging public key cryptography. As for content 
authentication solution in ICN, either a self-certifying content name [12] or a 
signature in a packet [14] can be used.

10.4.1.1  Information Naming
In ICN, instead of specifying a source–destination host pair for commu-
nication, a piece of information itself is named, addressed, and matched 
independently of its location; therefore, it may be located anywhere in 
the network. An indirect implication and benefit of moving from the host- 
naming model to the information-naming model is that information retrieval 
becomes receiver-driven. In contrast to the current Internet in which send-
ers have absolute control over the data exchanged, in ICN, no data can be 
received unless it is explicitly requested by the receiver. In ICN, after a 
request is sent, the network is responsible for locating the best source that 
can provide the desired information. Generally, two naming schemes have 
largely been proposed: one with a hierarchical structure and one with a flat 
namespace.

Hierarchical structure [14] is introduced to name a content file. Even 
though it is not mandatory, a content file is often named by an identifier, 
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which is compatible with the current URL-based applications/services. 
Its hierarchical nature can help mitigate the routing scalability issue 
because routing entries for contents might be aggregated. Components in 
a hierarchical identifier have semantics, which prohibit persistent naming. 
Persistence refers to a property that once a content name is given, users 
would like to access the content file with the name as long as possible. If 
the ownership of a content file is changed, its name becomes misleading 
with the above naming. In some cases, the names are human-readable, 
which makes it possible for users to manually assign names and, to some 
extent, assess the relation between a name and what the user wants.

As for flat naming [12], a content identifier is defined as a cryptographic 
hash of a public key. Due to its flatness (i.e., a name is a random-looking 
series of bits with no semantics), persistence and uniqueness are achieved. 
However, flat-naming aggravates the routing scalability problem due to 
the absence of the possibility of aggregation. Because flat names are not 
human-readable, an additional resolution between human-readable names 
and content names may be needed in the application layer.

10.4.1.2  Name-Based Routing and Name Resolution
Efficient information dissemination should make use of any available data 
source to reduce network load and latency and increase information avail-
ability. ICN architectures have to solve the problem of how to retrieve data 
based on a location-independent identifier. There are two major solutions to 
this problem: name-based routing and name resolution. Name-based rout-
ing involves constructing a path for transferring the information from that 
provider to the requesting host, whereas name resolution involves matching 
an information name to a provider or source that can supply that informa-
tion. The key issue is whether these two functions are integrated (coupled) 
or are independent (decoupled). In the coupled approach, the information 
request is routed to an information provider, which subsequently sends the 
information to the requesting host by following the reverse path over which 
the request was forwarded. In the decoupled approach, the name resolution 
function does not determine or restrict the path that the data will use from 
the provider to the subscriber. DONA and NDN follow the name-based 
routing approach, whereas NetInf follows the name resolution approach.

Whether it is a name-based routing or a name resolution approach, a list 
of common desirable properties can be identified as [16]

• Any ICN routing mechanism should provide low-latency network 
level primitive operations for content (original, replica, or cached) 
registration, metadata update, and deletion. Currently, none of the 
presented research projects explicitly consider metadata update or 
content deletion.
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• The routing mechanism should be able to route a content request 
to the closest (based on some network metric) copy. This feature 
ensures the reduction of interdomain traffic.

• Message propagation for name resolution and retrieval should not 
leave the network domain that contains both the source and the 
content.

• The routing mechanism should provide guarantees on discovery 
of any existing content, regardless of the content’s popularity and 
replication level.

• As the number of contents for ICN is in the order of trillions, 
any routing/name resolution scheme needs to scale to at least 
this many contents and possibly beyond to accommodate future 
growth. The trade-off between routing stretch (ratio between rout-
ing path length and minimum length path) and routing table size 
needs to be analyzed, while keeping in mind the huge number of 
names and physical limitations imposed by memory technologies.

• Ideally, the content retrieval process should be a one-step process, 
either by combining name resolution and routing in a single step or 
by completely eliminating the name resolution part.

Considering name-based routing, there are unstructured and structured 
approaches [15]. First, one assumes no structure to maintain routing tables. 
Thus, the routing advertisement for contents is mainly performed based 
on flooding. NDN (CCN) suggests inheriting IP routing, and thus has IP 
compatibility to a certain degree. However, NDN, being an unstructured-
flooding–based routing protocol, neither guarantees content discovery 
nor ensures scalable routing table size and manageable update message 
overhead.

In structured routing, two structures have been proposed: a tree and a 
distributed hash table. DONA is the most representative tree-based routing 
scheme. Routers in DONA form a hierarchical tree, and each router main-
tains the routing information of all the contents published in its descendant 
routers. Thus, whenever a content file is newly published, replicated, or 
removed, the announcement will be propagated up along the tree until it 
encounters a router with the corresponding routing entry. This approach 
imposes an increasing routing burden as the level of a router becomes 
higher. The root router should have the routing information of all the con-
tents in the network. Because DONA employs nonaggregatable content 
names, this scalability problem is severe. The flatness of a distributed hash 
table imposes an equal and scalable routing burden among routers. If the 
number of contents is C, each router should have log2(C) routing entries. 
However, the distributed hash table is constructed by random and uniform 
placement of routers, and thus typically exhibits a few times longer paths 
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than a tree that can exploit the information of network topology. Also, 
the flatness of a distributed hash table often requires forwarding traffic in 
a direction that violates the provider–customer relation among ISPs. An 
effective routing mechanism for ICN may require combining the advan-
tages of structured and unstructured routing mechanisms, while still oper-
ating at the network layer without requiring any overlays [16].

10.4.1.3  Multisource Dissemination
New Internet services require one-to-many (1:N) and many-to-many 
(M:N) connectivities. As for 1:N connectivity, it represents content dissem-
ination from a single source to multiple recipients (e.g., online streaming 
and IPTV). Compared with IP multicasting, ICN accommodates 1:N con-
nectivity naturally by the publish–subscribe paradigm in terms of content 
naming and group management. However, its link efficiency is not differ-
ent from IP multicasting. On the other hand, M:N connectivity takes place 
among multiple sources and multiple recipients. There are two kinds of 
M:N connectivity applications: M instances of 1:N connectivity (e.g., video-
conference), and M sources disseminate different parts of a content file to N 
recipients. Substantiating M:N connectivity requires application-specific/
service-specific overlays or relay mechanisms in the current Internet. How-
ever, ICN can disseminate contents more efficiently at the network level by 
spatial decoupling of the publish–subscribe paradigm and content aware-
ness at network nodes.

Disseminating a content file from multiple sources is tightly coupled with 
name-based routing [15]. To exploit multiple sources in disseminating the 
same content, each ICN node may have to keep track of individual sources of 
the same content (e.g., DONA and NDN). In this case, an ICN node can seek 
to retrieve different parts of the requested content in parallel from multiple 
sources to expedite dissemination. Depending on RTTs and traffic dynamics 
of the path to each source, the ICN node should dynamically decide/adjust 
which part of the content file is to be received from each source. Another 
relevant issue is what routing information should be stored and advertised by 
each ICN node for multiple sources of the same content.

10.4.1.4  In-Network Caching
To alleviate the pressure that rapid traffic growth imposes on network 
bandwidth, a common approach of ICN is to provide transparent, ubiq-
uitous in-network caching to speed up content distribution and improve 
network resource utilization [17]. Although caching is not a wholly new 
technique, the lack of a unique identification of identical objects makes it 
incompletely utilized in the current Internet architecture. The problem of 
protocol closeness and naming inconsistency can be gracefully addressed 
within the ICN infrastructure. As mentioned before, ICN names content in 
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a unified, consistent, and network-aware way. This feature makes caching 
a general, open, and transparent service, independent of applications.

In the context of in-network caching, the major problems to address are 
related to the selection of the storage locations and of the specific content items 
to store in the different caches. In general, two opposite approaches can be 
distinguished to address such problems: coordinated and uncoordinated. In the 
coordinated case, routers exchange information to achieve a better estimation 
of the popularity of contents and to avoid the storage of too many content cop-
ies. In the uncoordinated case, each cache operates autonomously using trans-
parent en route caching policy. Here, each router in the end-to-end (E2E) path 
between the interested user and the content source decides whether to cache 
transiting pieces of content and which cache replacing policy without interact-
ing with other routers to perform. Although in most scenarios, in which the 
popularity of objects does not change frequently over a specific period, the least 
frequently used approach would achieve the highest performance, whereas 
most proposed solutions adopt the least recently used replacing policy [18].

Obviously, the effectiveness of in-network caching is higher when coor-
dinated solutions are utilized. However, the overhead required to manage 
the coordination between caches may become extremely high. As a result, 
time uncoordinated solutions are now adopted more frequently. As a per-
spective solution, some trade-offs between the coordinated and uncoordi-
nated approaches are proposed [19,20].

Example 10.1

As an illustrative example of an in-network caching concept, con-
sider the network shown in Figure 10.3. Node A sends an interest 
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message requesting a piece of content X. Such content has been 
published by node D and therefore, the request message Q(X) 
traverses routers R1, R2, and R3. Node D receives the interest mes-
sage issued by node A and sends it the desired piece of content X. 
Content data X will traverse nodes R3, R2 and R1 back, which will 
store local copies of that piece of content in their caches.

Suppose that node H generates an interest message for the 
same piece of content X. The corresponding request message 
Q(X) will traverse routers R6 and R2. The router R2 can realize that 
there is a copy of X in its cache and therefore, it does not forward 
the interest message to the next hop toward D. Instead R2 sends 
the content X to node H only via router R6.

10.4.2  data-orIented network arChIteCture

In DONA, named data objects (NDOs), as the main abstraction of ICN 
(e.g., web pages, videos, and documents), are published into the network 
by the sources. Nodes that are authorized to serve data are registered to 
the hierarchical infrastructure consisting of resolution handlers (RHs). 
Requests (FIND packets) are routed by name toward the appropriate RH, 
as illustrated in Figure 10.4 (steps 1–4). Data is sent back in response, 
either through the reverse RH path (steps 5–8), enabling caching, or over 
the direct route (step 9).

Content providers can perform a wildcard registration of their princi-
pal in the RH, so that queries can be directed to them without needing to 
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register specific objects. It is also possible to register NDO names before 
the corresponding content is created and made available. Register com-
mands have expiry times. When the expiry time is reached, the registration 
needs to be renewed. The RH resolution infrastructure routes request by 
name in a hierarchical fashion and tries to find a copy of the content closest 
to the client. DONA’s anycast name resolution process allows clean sup-
port for network-imposed middleboxes (e.g., firewalls and proxies).

DONA names NDOs with a flat namespace in the form P:L, where P is 
the globally unique principal field, which contains the cryptographic hash 
of the publisher’s public key, and L is the unique object label. Because P 
identifies the publisher (and not the owner), republishing the same content 
by a different publisher (e.g., by an in-network cache) generally results in 
a different name for the same content. Although this can be circumvented 
through specific means in DONA (e.g., via wildcard queries or princi-
pal delegation), it might complicate benefiting from all available content 
 copies [5].

10.4.3  network of InformatIon

The NetInf approach [21] targets global-scale communication and sup-
ports many different types of networks and deployments, including tra-
ditional access and core network configurations, data centers, as well as 
challenged and infrastructure-less networks. NetInf’s approach to con-
necting different technology and administrative domains into a single 
information-centric network is based on a hybrid name-based routing and 
name resolution scheme.

NetInf offers two models for retrieving NDOs, via name resolution 
and via name-based routing, thereby allowing adaptation to different net-
work environments. Depending on the model used in the local network, 
sources publish NDOs by registering a name/locator binding with a name 
resolution service (NRS), or announcing routing information in a rout-
ing protocol. A NetInf node, holding a copy of an NDO, can optionally 
register its copy with an NRS, thereby adding a new name/locator bind-
ing. If an NRS is available, a receiver can first resolve an NDO’s name 
into a set of available locators and can subsequently retrieve a copy of the 
data from the “best” available source(s), as illustrated in Figure 10.5 (steps 
1–4). Alternatively, the receiver can directly send out a GET request with 
the NDO’s name, which will be forwarded toward an available NDO’s 
copy using name-based routing (steps 5–8). As soon as a copy is reached, 
the data will be returned to the receiver. The two models are merged in 
a hybrid resolution/routing approach in which a global resolution system 
provides mappings in the form of routing hints that enable aggregation of 
routing information.
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Generally, NetInf employs a flat namespace with some structures simi-
lar to the DONA namespace. To accommodate different ICN deployment 
requirements, NetInf distinguishes between a common naming format 
(understandable to all the nodes) and name semantics and name-object–
binding validation mechanisms. The common NetInf naming format is 
based on containing hash digests in the name [22], and different hashing 
schemes are supported. The hash digest of the owner’s public key can also 
be contained in the name to support dynamic data. NetInf names can be 
transformed to different representations, including a URI representation 
and a binary representation.

10.4.4  named data networkIng

NDN (advanced CCN) has received wide attention due to its simple and 
efficient content delivery mechanism. Here, NDOs are published at nodes, 
and routing protocols are employed to distribute information about content 
location. Routing in NDN can leverage aggregation through a hierarchi-
cal naming scheme. Because of hierarchical naming, name aggregation 
and longest prefix matching are available in routing. Requests (interest 
packets) for a NDO are forwarded to a publisher location, as illustrated in 
Figure 10.6 (steps 1–3). Interest packets are routed toward the publisher of 
the name prefix using longest-prefix matching in the forwarding informa-
tion base (FIB) of each node. The FIB can be built using routing proto-
cols similar to those used in today’s Internet. An NDN router maintains 
a pending interest table (PIT) for outstanding forwarded requests, which 
enables request aggregation. The PIT maintains the state for all interests 
and maps them to a network interface from which corresponding requests 
were received. Data is then routed back on the reverse request path using 
this state (steps 4–6). As NDN natively supports on-path caching, NDOs 
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that a NDN router receives (in responses to requests) can be stored so that 
subsequent received requests for the same object can be answered from 
that cache (steps 7–8). From a NDN node’s perspective, there is balance 
of requests and responses, that is, every single sent request is answered by 
one response (or no response).

The NDN namespace is hierarchical to achieve better routing scalabil-
ity through name–prefix aggregation. The names are rooted in a prefix 
unique to each publisher. The publisher prefix makes it possible for clients 
to construct valid names for data that does not yet exist, and publishers can 
respond with dynamically generated data. NDN names are used for both 
naming information and routing purposes.

10.5  STREAMING OF SCALABLE VIDEO FOR FI

Scalable video delivery over P2P networks seems to be key for efficient 
streaming in emerging and FI applications [23]. To cope with varying 
bandwidth capacities inherent to P2P systems, the underlying video coding/ 
transmission technology needs to support bit rate adaptation according to 
available bandwidth. Moreover, displaying devices at the user side may 
range from small handsets to large high-definition displays. Therefore, 
video streams need to be transmitted at a suitable spatiotemporal resolu-
tion supported by the user’s display device. The above-mentioned issues 
cannot be solved efficiently using conventional video coding technologies. 
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Scalable video coding (SVC) techniques [24] address these problems 
because they allow encoding a sequence once and decoding it in many 
different versions. Scalable coded bitstreams can efficiently adapt to the 
application requirements. The adaptation is performed in the compressed 
domain by directly removing parts of the bitstream. The SVC encoded 
bitstream can be truncated to lower resolution, frame rate, or quality. In 
P2P environments, such real-time low-complexity adaptation results in a 
graceful degradation of perceived quality, avoiding the interruption of the 
streaming service in case of congestion or bandwidth narrowing.

Spatial, temporal, and quality modes are the most common modes of 
scalability. In the spatial mode, the difference between the base layer and 
enhancement layers is in the decoded frame size. Different frame rates 
(temporal resolution) appear in the temporal scalability mode. For exam-
ple, the frame rate is 15 and 30 fps in the base layer and the enhancement 
layer, respectively. In the quality mode, the video layers have the same 
spatiotemporal resolution, but each enhancement quality layer appears 
with higher fidelity. In this way, the complexity of adaptation is very low, 
in contrast with the adaptation complexity of nonscalable bitstreams. The 
SVC scheme gives flexibility and adaptability to video transmission over 
resource-constrained networks. By adjusting one or more of the scalabil-
ity parameters, it selects a layer containing an appropriate spatiotemporal 
resolution and quality according to current network conditions. An exam-
ple of video distribution through links supporting different transmission 
speeds and display devices is shown in Figure 10.7. At each point where 
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video quality/resolution needs to be adjusted, an adaptation is invoked. 
Because the adaptation complexity is very low, the video can be efficiently 
streamed in such an environment. SVC also provides a natural solution 
with a truncatable bitstream for error-prone transmissions inherent to FI. 
In addition, channel coding methods can be adaptively used to attach dif-
ferent degrees of protection to different bit-layers according to their rel-
evance in terms of decoded video quality [25].

Although some of the earlier video standards (e.g., H.262/MPEG-2 and 
MPEG-4 Part 2) included limited support for scalability, the use of scal-
ability in these solutions came at a significant increase in terms of the 
decoder complexity and coding efficiency. The video coding standard, 
H.264/MPEG-4 AVC [26], provides a fully scalable extension, SVC, 
which achieves significant compression gain and complexity reduction 
when scalability is required compared with the previous video coding 
standards. The scalable bitstream is organized into a base layer and one 
or several enhancement layers. SVC provides temporal, spatial, and qual-
ity scalabilities with a small increase of bit rate relative to the single-layer 
H.264/MPEG-4 AVC. It should be noted that high-efficiency video coding 
(HEVC), the latest standard that is also exploring SVC as an extension, 
will be finalized by Sullivan et al. 2014 [27].

10.5.1  waVelet-based sVC

Although a hybrid-based technology was chosen for standardization within 
MPEG, a great amount of research also continued on wavelet-based SVC 
(W-SVC) [28]. W-SVC systems have shown very good performance in dif-
ferent types of application scenarios, especially when fine-grained scal-
ability is required.

A typical structure of wavelet-based scalable video encoder is shown 
in Figure 10.8. First, the input video is subjected to a spatiotemporal 
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decomposition, which is based on wavelet transform. The purpose of the 
decomposition is to decorrelate the input video content and provide the 
basis for spatial and temporal scalabilities. This results in two distinctive 
types of data: wavelet coefficients representing the texture information 
remaining after the wavelet transform, and motion information (obtained 
from motion estimation), which describes spatial displacements between 
blocks in neighboring frames. Generally, the wavelet transform performs 
very well in the task of video content decorrelation, but some amount 
of redundancies still remains between the wavelet coefficients after the 
decomposition. Moreover, a strong correlation also exists between motion 
vectors. For these reasons, further compression of the texture and motion 
vectors is performed.

Texture coding is performed in conjunction with so-called embedded 
quantization (bitplane coding) to provide the basis for quality scalabil-
ity. Finally, the resulting data are mapped into the scalable stream in bit-
stream organization module, which creates a layered representation of the 
compressed data. This layered representation provides the basis for low- 
complexity adaptation of the compressed bitstream.

To achieve efficient layered extraction, scalable video bitstream consists 
of packets of data called atoms [25]. An atom represents the smallest entity 
that can be added or removed from the bitstream. After such an organization, 
the extractor simply discards atoms from the bitstream that are not required 
to obtain the video of the desired spatial resolution, temporal resolution, or 
quality. Each atom can be represented by its coordinates in three-dimensional 
 temporal–spatial–quality space, denoted as (T, S, Q). The maximum coordi-
nates are denoted as TM, SM, QM, where these values represent the number 
of refinement layers in temporal, spatial and quality directions, respectively. 
Except for refinement layers, a basic layer exists in each direction, which 
is denoted as zeroth layer and cannot be removed from the bitstream. If 
desired temporal resolution, spatial resolution, and quality are denoted as 
m ∈ {0, 1, …, TM}, n ∈ {0, 1, …, SM}, and i ∈ {0, 1, …, QM}, respectively, 
then the atoms with the coordinates T > m, S > n, and Q > i are discarded 
from the bitstream during the extraction process. For simplicity, an equal 
number of atoms is assumed, corresponding to each spatiotemporal resolu-
tion. Generally, this is not the case as the number of atoms corresponding to 
different spatiotemporal resolutions may be different. Moreover, the atoms 
corresponding to different qualities can be truncated at any byte to achieve fine 
granular scalability. However, the principle of extraction remains the same.

10.5.2  eVent-based sCalable CodIng

Event-based scalable encoding can be used in FI to perform rate optimiza-
tion for transmission and storage according to the event significance in a 
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video sequence [25]. For this purpose, the temporal segments of the video 
sequence are classified into two types:

• Temporal segments representing an essentially static scene (in 
which only random environmental motion is present, e.g., swaying 
trees or flags moving in the wind)

• Temporal segments containing nonrandomized motion activity 
(e.g., moving of objects in a forbidden area)

To enable the above classification, a background subtraction and track-
ing module [29] is used for video content analysis (VCA). It uses a mixture 
of Gaussians to separate the foreground from the background. Each pixel 
of a sequence is matched with each weighted Gaussian of the mixture. 
If the pixel value is not within 2.5 standard deviations of any Gaussians 
representing the background, then the pixel is declared as the foreground. 
Because the mixture of Gaussians is adaptive and more than one Gaussian 
is allowed to represent the background, this module is able to deal robustly 
with light changes, bimodal background such as swaying trees, and the 
introduction or removal of objects from a scene. The output of the module 
defines the parameters of compressed video, which is encoded with the 
W-SVC framework.

At each time instance, the W-SVC encoder communicates with the 
VCA module, as shown in Figure 10.9. When the input video is essen-
tially static, the output of the background subtraction does not contain any 
foreground pixels. This is a signal to the W-SVC encoder to adapt the cap-
tured video at low spatiotemporal resolution and quality. This allows, for 
instance, storing or transmitting (or both) of portions of the video contain-
ing long, static scenes using low-quality frame rate and spatial resolution. 
On the other hand, when some activity in the captured video is detected, 
the VCA module notifies the W-SVC encoder to automatically switch its 
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FIGURE 10.9 Event-based SVC framework.
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output to a desired much higher spatiotemporal resolution and quality 
video. Therefore, decoding and use of the video at different spatiotempo-
ral resolutions and qualities corresponding to different events is achieved 
from a single bitstream, without multicasting or complex transcoding.

Moreover, additional optional adaptation to lower bit rate is also pos-
sible without re-encoding the video. This is very useful in cases in which 
video has to be delivered to a device with a low display capability. Using 
this approach, the bit rate of video portions that are of low interest is kept 
low whereas the bit rate of important parts is kept high. Because in many 
realistic applications, it can be expected that large portions of the captured 
video have no events of interest, the proposed model leads to significant 
reduction of resources without jeopardizing the quality of any off-line 
event detection module that may be present at the decoder.

10.6  MEDIA SEARCH AND RETRIEVAL IN FI

The system concerning personalized media search and retrieval in the 
FI performs the operations cooperating with one another, as well as with 
external systems and user’s inputs [29]. This system offers several advan-
tages as it is able to enrich the content and metadata in every process by 
improving the search, retrieval, and content distribution operations simul-
taneously; improve the personalization of the results to the users’ profiles; 
and take advantage of ICN to work with content as a native information 
piece. It aims to improve the logical process dealing with semantic audio-
visual content search, the development of new FI technologies, and the 
integration of a broad spectrum of high-quality services for innovative 
search and retrieval applications.

The major novelty of the system lies in the creation of an architecture 
consisting of different modules around a media component that joins 
together the information needed to perform the proposed operations (e.g., 
semantic search, automatic selection, and composition of media), dealing 
with both the user context and preferences or smart content adaptation for 
existing network architectures. Within the scope of this media component 
is the data storage from all the processes involved in the semantic search 
(as low-level and high-level descriptors from media inputs), a vector reposi-
tory from user queries, and a variety of user-related data as well.

As an example of system functionality, an algorithm of personalized 
search and retrieval is shown in Figure 10.10. First, the user sends a query 
to the system by inputting multimedia objects (e.g., text, image, video, or 
audio). These input objects are semantically enriched by the ontology, which 
takes into account the three dimensions: multilanguage, multidomain, and 
multimedia. Depending on the nature of the user’s query, the annotation 
module applies the most suitable metadata extraction procedure. Then, the 
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search module uses the generated metadata and, according to their nature, 
starts a specific search process over the multidimensional index stored 
in the multimedia component. Depending on the user’s search target, the 
process looks in the suitable multimedia component layer to retrieve the 
required multimedia elements. The results of the process are the objects’ 
identifiers found by the search methods, and a weight factor that indicates 
their potential importance. The results of the search module are sent to the 
personalization module, which combines the information of multimedia 
objects with the user information. The recommendation engines adapt the 
weight accuracy index provided by the search module to the user prefer-
ences. These engines sort the results depending on the user preferences 
and search context (time, location, etc.). Moreover, the personalization 
module enriches and stores the metadata in the multimedia component in 
a structured way.
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FIGURE 10.10 Personalized search and retrieval algorithm.
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In the next step, the content generation module enriches both the results 
and the multimedia objects. This module adds a new piece of content to 
the previous results, which is automatically generated using the users’ pref-
erences and considering the desired characteristics. This process is per-
formed to coherently generate pieces of audiovisual content. This newly 
generated resource represents a multimedia summary of the obtained 
results that emphasize the users’ interests. The adaptation module distrib-
utes the results to the user, allowing the consumption of the audiovisual 
content regardless of the current location, network, or device. The overall 
process ends with the distribution stage. It is possible to perform iterative 
queries to refine the results or to help the user extend the search.

Providing media content with searchable and accessible (metadata gen-
eration and structuring) capabilities is one of the major challenges of the 
FI. The presented system is intended to work over an ICN environment 
in a possible design of the FI. It becomes a powerful solution due to the 
architecture and functionalities of the described modules, which provide 
improved functionalities for not only the information-centric but also the 
user-centric approach followed in the personalization and content genera-
tion modules [29]. In addition, the multimedia component of the system 
provides an enriched description of objects thanks to the layered metadata 
structure, which is continuously enriched in every process. This layered 
metadata structure adds the necessary interaction and is perfectly adapt-
able to the ICN concept.

Example 10.2

To implement personalized search and retrieval systems in ICN 
environment, modules can be allocated in the network cloud. 
The multimedia component is linked to specific nodes called 
content nodes, which allow the network to access and route both 
media essence and metadata information. An example of the sys-
tem configuration over ICN architecture is presented in Figure 
10.11.

The system is protocol agnostic (messages, naming, etc.), and 
adaptable to some of the ICN architectures already presented 
[14]. A user starts a search query composed of one or more mul-
timedia objects (step 1). These multimedia objects are annotated 
by the annotation module service (step 2), which gives a meta-
data vector with the features of a multimedia object. This vector 
forms a new search query, which is flooded to the ICN router 
and will reach every content node (step 3). When a content node 
receives a metadata search query, it has to perform search algo-
rithms over the multimedia component to find the objects that 
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satisfy the user query. As a reply, the content node returns the 
metadata of the list of multimedia objects. The ICN router sends 
this reply to the content generation module service (step 4). First, 
the content generation module creates a discursive or narrative 
structure (depending on the communicative purpose) using only 
the descriptive and functional metadata of the objects. Second, 
once the narrative structure has been created and the necessary 
multimedia objects to create it have been decided upon, the gen-
eration module sends a query to get only the necessary objects 
for the final edition. In parallel to this step, the ICN router gener-
ates a request to the personalization module to obtain a list of 
recommendations over the search results (step 5). This module 
does not need to use the original multimedia objects. Moreover, 
it is enough to take advantage of the descriptive and functional 
metadata stored in the multimedia component and the user infor-
mation stored in the user profiles. The personalization module 
implements a hybrid recommender (content-based and social), 
which is possible because of the presence of the multimedia com-
ponent and the ICN architecture. The ICN contributes knowledge 
of the multimedia objects users’ consumption because these 
objects can be unambiguously identified. This knowledge allows 
the development of automatic and transparent recommenda-
tion algorithms based on social techniques such as collaborative 
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filtering. The final recommended results and the automatic sum-
mary are then sent back to the user (step 6).

10.7  FI SELF-MANAGEMENT SCENARIOS

One of the key research challenges in FI design is the embedding of man-
agement intelligence into the network. This new discipline is also known 
as autonomic networking [30]. The objective of autonomic networking is 
to enable the autonomous formation and parameterization of nodes and 
networks by letting protocols sense and adapt to the networking envi-
ronment at run time. The intelligent substrate concept was proposed by 
Charalambides et al. [31], with the aim of forming the natural self-managed 
network environment through parallel and continuous resource manage-
ment functions, with each substrate supporting a specific network manage-
ment task by optimizing a specific resource. The term in-network substrate 
emphasizes the fact that whereas substrates are essential for optimized net-
work operations, they are hidden within the network and, as such, invis-
ible to network users and applications. In the FI self-management concept, 
there are some typical scenarios, such as adaptive resource management, 
energy-aware network management, and cache management [31].

10.7.1  adaptIVe resourCe management

To cope with unexpected traffic variations and highly changeable network con-
ditions, approaches that can dynamically adapt routing configuration and traf-
fic distribution are required. Existing on-line approaches have mainly focused 
on solutions by which deciding entities act independently from one another.

The deployment of this substrate aims at achieving optimum network 
performance in terms of resource utilization by dynamically adapt-
ing the traffic distribution according to real-time network conditions. 
Reconfigurations occur at network source (ingress) nodes, which change 
the splitting ratios of traffic flows across multiple paths between source–
destination (S–D) pairs. This functionality is provided by the resource 
management substrate, embedded in ingress nodes, which execute a recon-
figuration algorithm with the objective of transferring traffic from the most 
utilized links toward less loaded parts of the network. Performing a recon-
figuration involves adjusting the traffic splitting ratios of some flows for 
which traffic is routed across the link with the maximum utilization in 
the network. As a result, more traffic is being assigned to alternative, less 
loaded, paths for a S–D pair.

The formation of the resource management substrate is based on the 
identification of ingress nodes in the physical network. Each node of the 
substrate is associated with a set of neighbors’ nodes that are connected 
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with direct communication only possible between neighboring nodes. 
Different models can be used for the organization of the substrate, the 
choice of which can be driven by parameters related to the physical net-
work, such as its topology and the number of source nodes, but also by the 
constraints of the coordination mechanism and the associated communica-
tion protocol. Factors that influence the choice of model are, for example, 
the number and frequency of exchanged messages.

Example 10.3

An example of a network and its associated full-mesh in-network 
substrate is given in Figure 10.12.

A direct logical link (dashed lines) exists between the four 
ingress nodes (I1–I4) of the physical network implementing the 
substrate. This model offers flexibility in the choice of neighbors 
with which to communicate because all source nodes belong to 
the set of neighbors.

10.7.2  energy-aware network management

An important goal toward the design of FI is to achieve the best ratio of 
performance to energy consumption and at the same time assure manage-
ability. Recently, various proposals have been made toward the realization 
of energy-aware network infrastructures. For example, network devices 
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FIGURE 10.12 Network and its associated full-mesh in-network substrate of 
ingress nodes.
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such as routers or L3 switches can adaptively reduce their transmission 
rates, or even enter sleep mode on low traffic load conditions to conserve 
energy during idle periods [32,33]. Some constraints need to be taken into 
account by self-managed network elements that are able to make “green” 
decisions for minimizing energy consumption during operation. First, the 
operating network topology should remain connected after some devices 
go to sleep mode. Second, the reduced network capability should not incur 
deteriorating service and network performances (e.g., traffic congestion).

Example 10.4

Consider the router level coordination shown in Figure 10.13. 
Both core routers C and D have detected very low incoming traf-
fic intensity from their own upstream routers A and B, respec-
tively. In the case when both routers take the opportunity to enter 
sleep mode without any knowledge of each other’s decisions, the 
topology will become disconnected and user traffic from ingress 
nodes (I1–I3) will not be able to reach egress router E. To avoid 
such a situation, the two routers need to coordinate with each 
other for conflict-free decision making. For example, to allow only 
one of them to go to sleep mode, or both routers to simultane-
ously reduce their transmission rates while still remaining awake.
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FIGURE 10.13 Router level coordination in energy-aware management scenario.
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In the second case, assume that routers C and D are currently 
in sleep mode. Their upstream neighbors A and B have both 
detected traffic bursts from ingress routers and hence both may 
decide to trigger their own downstream neighbors to wake up. If 
the traffic upsurge is not sufficiently high, it might be the case that 
the wakeup of only one of the two downstream sleeping nodes 
will be able to accommodate the burst, while leaving the other 
in sleep mode. Routers A and B may also need to coordinate 
with each other to make optimal decisions for maximizing energy 
savings.

10.7.3  CaChe management

As previously stated, in the emerging ICN proposals, content is replicated 
almost ubiquitously throughout the network with subsequent optimal con-
tent delivery to the requesting users. Efficient placement and replication of 
content to caches installed in network nodes is the key to delivering on this 
promise. Management of such environments entails managing the place-
ment and assignment of content in caches available in the network with 
objectives such as minimizing the content access latency, and maximizing 
the traffic intensity served by caches, thus minimizing bandwidth cost and 
network congestion [31]. Approaches applied to current ICN architectures 
follow static off-line approaches with algorithms that decide the optimal 
location of caches and the assignment of content objects and their rep-
licas to those caches based on predictions of content requests by users. 
On the other hand, the deployment of intelligent substrate architecture 
will enable the assignment of content objects to caches to take place in 
real-time based on changing user demand patterns. Distributed managers 
will decide the objects every cache stores by forming a substrate that can 
be organized either in a hierarchical or in a P2P organizational  structure. 
Communication of information related to request rates, popularity/ locality 
of content objects,  and current cache configurations will take place 
between the distributed cache managers through the intelligent substrate 
functionality.

As presented in Figure 10.14, every cache manager should decide in a 
coordinated manner with other managers whether to store an object that 
will probably lead to replacing another item already stored, depending on 
the cache size. The decision of this swapping of stored items can be based 
on maximizing an overall network-wide utility function, such as the gain 
in network traffic. This means that every node should calculate the gain the 
replacement of an object will achieve. Here, it is assumed that every cache 
manager has a holistic network-wide view of all the cache configurations 
and relevant request patterns. When a manager changes the configuration 
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of its cache, this information should be exchanged periodically or in an 
event-based manner.

It should be noted that uncoordinated decisions can lead to subopti-
mal and inconsistent configurations. On the other hand, coordinated deci-
sion making of a distributed cache management solution can be achieved 
through the substrate mechanisms by ensuring that managers change the 
configuration of their cache in an iterative manner until convergence to an 
equilibrium state is achieved.

10.8  CONCLUDING REMARKS

Nowadays, the Internet is primarily used for transporting content/media, 
where a high volume of both user-generated and professional digital con-
tent is delivered to users who are usually only interested in the content 
itself, rather than the location of the content sources. In fact, the Internet 
is rapidly becoming a superhighway for massive content dissemination. In 
the FI, broadband wireless networks will have a key role. The number of 
users accessing the Internet through mobile devices is continuously grow-
ing at a fast rate. It is easy to estimate that mobile users will be highly 
predominant in the FI.

Replacing of
cached items

Coordinate decisions

Cache management substrate

Cache enabled
ICN nodes

Users request
for content

Cache configuration
and request patterns

FIGURE 10.14 Cache management substrate in information-centric networks.
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Limitations and shortcomings of current Internet and network architec-
ture have driven research trends at a global scale to properly define novel 
flexible Internet architectures. Concepts such as physical layer awareness, 
virtualization, information-centric networking, search and retrieval of con-
tent, as well as self-management scenarios are topics of current research.

Today’s Internet architecture is not optimal for multimedia services, and 
current solutions for content delivery over IP are not particularly efficient. 
Therefore, future architectures such as ICN will provide a better environ-
ment for multimedia delivery, but will also require a transport solution that 
is more aware of a delivery networks’ requirements. By expending the ICN 
to support multimedia similarity content search, the ability to retrieve mul-
timedia content already available in the network without knowing where 
this content is stored or the name of which content in question, is provided.

ICN considers pieces of information as main entities of a networking 
architecture, rather than only indirectly identifying and manipulating them 
via a node hosting that information. In this way, information becomes 
independent from the devices they are stored in, enabling efficient and 
application-independent information caching in the network. Major chal-
lenges include global scalability, cache management, congestion control, 
and deployment issues. By providing access to the NDOs as a first-class 
networking service, ICN is beneficial to all applications and network inter-
actions that can be modeled after this paradigm, including content dis-
tribution as well as M2M applications with comparatively small objects. 
ICN puts accessing NDOs, name-based routing and name resolution, in-
network storage, and data object security at the center of networking, while 
removing the need for application-specific overlays.

In P2P networks, video is streamed to the user in a fully distributed 
fashion. Network resources are distributed among users instead of being 
handled by a single entity. However, due to the diversity of users’ display-
ing devices and the available bandwidth levels in the Internet, the underly-
ing coding and transmission technology needs to be highly flexible. Such 
flexibility can easily be achieved by SVC, in which bitstreams can be 
adapted in the compressed domain according to available bandwidth or 
users’ preferences. Considering the flexibility given by scalable bitstreams, 
it is obvious that P2P streaming systems supporting SVC technology will 
play an important role in the FI.

The personalized media search and retrieval system provides a useful 
solution for the FI, applicable to both evolutionary and purely content-
oriented networks, able to handle, process, deliver, personalize, find, and 
retrieve digital content. The advantages of this system go further with the 
provision of a complete framework to deal with media objects in a smarter 
way by proposing a multimedia component-centered modular architecture 
that is able to enrich the content dynamically. Another meaningful feature 
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relevant to the FI is the user-centric approach. This system offers a com-
prehensive solution that involves the user from the beginning and is able to 
personalize media assets according to their needs, tastes, and preferences.

Current practices for the configuration of networks rely mainly on off-
line predictive approaches, with management systems being external to 
the network. These are incapable of maintaining optimal configurations 
in the face of changing or unforeseen traffic demands and network condi-
tions, and, due to their rigidity, they cannot easily support the requirements 
of emerging applications and future network operations. Self-management 
has been proposed as a potential solution to these challenges bringing 
intelligence into the network, and thus enabling customized management 
tasks in a flexible and scalable manner.

 



 



405

References

CHAPTER 1 NEXT GENERATION WIRELESS TECHNOLOGIES
 1. S. Y. Hui and K. H. Yeung. Challenges in the Migration to 4G Mobile 

Systems. IEEE Communications Magazine 41, no. 12 (December 2003): 
54–9.

 2. E. Gustafsson and A. Jonsson. Always Best Connected. IEEE Wireless 
Communications 10, no. 1 (February 2003): 49–55.

 3. I. F. Akyildiz, S. Mohanty and J. Xie. A Ubiquitous Mobile Communication 
Architecture for Next-Generation Heterogeneous Wireless Systems. IEEE 
Communications Magazine 43, no. 6 (June 2005): S29–36.

 4. Z. Bojkovic, Z. Milicevic and D. Milovanovic. Next Generation Cellular 
Networks. Proc. 15th WSEAS ICC 2011. Corfu Island, Greece (July 2011): 
233–9.

 5. K. R. Rao, Z. Bojkovic and D. Milovanovic. Wireless Multimedia Commu
nications: Convergence, DSP, QoS and Security. Boca Raton, FL: CRC 
Press, Taylor & Francis Group (2009).

 6. K. R. Rao, Z. Bojkovic and D. Milovanovic. Service Platform Technology 
for Next Generation Wireless Multimedia: An Overview. Proc. TELSIKS 
2011. Nis, Serbia (October 2011): 71–5.

 7. Y. M. Fang. Looking into the Future of the Wireless World... [Message from 
the editor-in-chief]. IEEE Wireless Communications 19, no. 1 (February 
2012): 2–4.

 8. G. Tsoulos, ed. MIMO System Technology for Wireless Communications. 
Electrical Engineering & Applied Signal Processing Series. Boca Raton, FL: 
CRC Press, Taylor & Francis Group (2006).

 9. W. Lee et al. Multi-BS MIMO Cooperation: Challenges and Practical 
Solutions in 4G Systems. IEEE Wireless Communications 19, no. 1 (February 
2012): 89–96.

 10. A. E. Khandani et al. Cooperative Routing in Static Wireless Networks. IEEE 
Transactions on Communications 55, no. 11 (November 2007): 2185–92.

 11. A. Nosratinia, T. E. Hunter and A. Hedayat. Cooperative Communication in 
Wireless Networks. IEEE Communications Magazine 42, no. 10 (October 
2004): 74–80.

 12. Y. Tian, K. Xu and N. Ansari. TCP in Wireless Environments: Problems and 
Solutions. IEEE Communications Magazine 43, no. 3 (March 2005): S27–32.

 13. H. Nishiyama, N. Ansari and N. Kato. Wireless Loss-Tolerant Congestion 
Control Protocol Based on Dynamic AIMD Theory. IEEE Wireless Commu
nications 17, no. 2 (April 2010): 7–14.

 14. D. Datla et al. Wireless Distributed Computing: A Survey of Research 
Challenges. IEEE Communications Magazine 50, no. 1 (January 2012): 
144–52.



406 References

 15. P. Cheolhee and T. S. Rappaport. Short-Range Wireless Communications 
for Next-Generation Networks: UWB, 60 GHz Millimeter-Wave WPAN, 
and ZigBee. IEEE Wireless Communications 14, no. 4 (August 2007): 70–8.

 16. J. Karaoguz. High-Rate Wireless Personal Area Networks. IEEE Commu
nications Magazine 39, no. 12 (December 2001): 96–102.

 17. T. M. Siep et al. Paving the Way for Personal Area Network Standards: An 
Overview of the IEEE P802.15 Working Group for Wireless Personal Area 
Networks. IEEE Personal Communications 7, no. 1 (February 2000): 37–43.

 18. IEEE Std. 802.15.1-2005. Wireless Medium Access Control (MAC) and 
Physical Layer (PHY) Specifications for Wireless Personal Area Networks 
(WPANs) (June 2005). Revision of IEEE 802.15.1-2002.

 19. IEEE Std. 802.15.3-2003. Wireless Medium Access Control (MAC) and 
Physical Layer (PHY) Specifications for High-Rate Wireless Personal Area 
Networks (WPANs) (September 2003).

 20. IEEE Std. 802.15.4-2006. Wireless Medium Access Control (MAC) and 
Physical Layer (PHY) Specifications for Low-Rate Wireless Personal Area 
Networks (WPANs) (September 2006). Revision of IEEE Std. 802.15.4-2003.

 21. K. A. Ali and H. T. Mouftah. Wireless Personal Area Networks Architecture 
and Protocols for Multimedia Applications. Ad Hoc Networks 9, no. 4 (June 
2011): 675–86.

 22. L. Yang and G. B. Giannakis. Ultra-Wideband Communications: An Idea 
Whose Time Has Come. IEEE Signal Processing Magazine 21, no. 6 
(November 2004): 26–54.

 23. FCC. First Report and Order: Revision of Part 15 of the Commission’s Rules 
Regarding Ultra-Wideband Transmission Systems. ET Docket 98–153 
(April 2002).

 24. H. Nikookar and R. Prasad. Introduction to Ultra Wideband for Wireless 
Communications. Series: Signals and Communication Technology. Dordrecht: 
Springer Science+Business Media B.V. (2009).

 25. P. Smulders. 60 GHz Radio: Prospects and Future Directions. Proc. 10th 
IEEE SCVT 2003. Eindhoven, Netherlands (November 2003): 1–8.

 26. IEEE Std. 802.15.3c™-2009. Wireless Medium Access Control (MAC) and 
Physical Layer (PHY) Specifications for High Rate Wireless Personal Area 
Networks (WPANs) Amendment 2: Millimeter- Wave-Based Alternative 
Physical Layer Extension (October 2009).

 27. A. Sadri. Summary of the Usage Models for 802.15.3c. IEEE 802.15-06-
0369-09-003c (November 2006).

 28. T. Baykas et al. IEEE 802.15.3c: The First IEEE Wireless Standard for Data 
Rates over 1 Gb/s. IEEE Communications Magazine 49, no. 7 (July 2011): 
114–21.

 29. ZigBee Alliance. ZigBee Specification. Doc. 053474r06, v. 1.0 (December 
2004).

 30. P. Baronti et al. Wireless Sensor Networks: A Survey on the State of the 
Art and the 802.15.4 and ZigBee Standards. Computer Communications 30, 
no. 7 (May 2007): 1655–95.

 31. Y. Xiao and H. Li. Evaluation of Distributed Admission Control for the IEEE 
802.11e EDCA. IEEE Communications Magazine 42, no. 9 (September 
2004): S20–4.

 



407References

 32. IEEE Std. 802.11a-1999. Wireless LAN Medium Access Control (MAC) 
and Physical Layer (PHY) Specifications High-Speed Physical Layer in the 
5 GHz Band (September 1999). Supplement to IEEE Std. 802.11-1999.

 33. IEEE Std. 802.11b-1999. Wireless LAN Medium Access Control (MAC) 
and Physical Layer (PHY) Specifications: Higher-Speed Physical Layer 
Extension in the 2.4 GHz Band (September 1999). Supplement to IEEE Std. 
802.11-1999.

 34. IEEE Std. 802.11g-2003. Wireless LAN Medium Access Control (MAC) 
and Physical Layer (PHY) Specifications Amendment 4: Further Higher 
Data Rate Extension in the 2.4 GHz Band (June 2003).

 35. IEEE Std. 802.11n-2009. Wireless LAN Medium Access Control (MAC) 
and Physical Layer (PHY) Specifications Amendment 5: Enhancements for 
Higher Throughput (October 2009).

 36. Y. Xiao. IEEE 802.11n: Enhancements for Higher Throughput in Wireless 
LANs. IEEE Wireless Communications 12, no. 6 (December 2005): 82–91.

 37. E. Perahia. IEEE 802.11n Development: History, Process, and Technology. 
IEEE Communications Magazine 46, no. 7 (July 2008): 48–55.

 38. E. Perahia and R. Stacey. Next Generation Wireless LANs: Throughput, 
Robustness, and Reliability in 802.11n. Cambridge University Press, New 
York (2008).

 39. IEEE Std. 802.11s-2011. Wireless LAN Medium Access Control (MAC) 
and Physical Layer (PHY) Specifications Amendment 10: Mesh Networking 
(September 2011).

 40. R. C. Carrano et al. IEEE 802.11s Multihop MAC: A Tutorial. IEEE 
Communications Surveys & Tutorials 13, no. 1 (First Quarter 2011): 52–67.

 41. Y.-D. Lin et al. Design Issues and Experimental Studies of Wireless LAN 
Mesh. IEEE Wireless Communications 17, no. 2 (April 2010): 32–40.

 42. IEEE Draft Std. P80211ac/D6.0. Wireless LAN Medium Access Control 
and Physical Layer Specifications Amendment 4: Enhancements for Very 
High Throughput for Operation in Bands below 6 GHz (July 2013).

 43. IEEE Std. 802.11ad-2012. Wireless LAN Medium Access Control (MAC) 
and Physical Layer (PHY) Specifications Amendment 3: Enhancements for 
Very High Throughput in the 60 GHz Band (December 2012).

 44. C. Cordeiro. The Pursuit of Tens of Gigabits per Second Wireless Systems. 
IEEE Wireless Communications 20, no. 1 (February 2013): 3–5.

 45. IEEE Std. 802.16. Air Interface for Fixed Broadband Wireless Access 
Systems (April 2002).

 46. B. Li et al. A Survey on Mobile WiMAX [Wireless Broadband Access]. 
IEEE Communications Magazine 45, no. 12 (December 2007): 70–5.

 47. Z. Bojkovic and D. Milovanovic. Coexistence Goals of VoIP and TCP Traffic 
in Mobile WiMAX Networks: Performance of Flat Architecture. Proc. 9th 
WSEAS AIC ’09. Moscow, Russia (August 2009): 409–14.

 48. IEEE Std. 802.16m-2011. Air Interface for Broadband Wireless Access 
Systems Amendment 3: Advanced Air Interface (May 2011). Amendment to 
IEEE Std. 802.16-2009.

 49. A. Osseiran et al. The Road to IMT-Advanced Communication Systems: 
State-of-the-Art and Innovation Areas Addressed by the WINNER+ Project. 
IEEE Communications Magazine 47, no. 6 (June 2009): 38–47.

 



408 References

 50. H. Cho et al. Physical Layer Structure of Next Generation Mobile WiMAX 
Technology. Computer Networks 55, no. 16 (November 2011): 3648–58.

 51. I. Papapanagiotou et al. A Survey on Next Generation Mobile WiMAX 
Networks: Objectives, Features and Technical Challenges. IEEE Communi
cations Surveys & Tutorials 11, no. 4 (Fourth Quarter 2009): 3–18.

 52. R. Y. Kim, J. S. Kwak and K. Etemad. WiMAX Femtocell: Requirements, 
Challenges, and Solutions. IEEE Communications Magazine 47, no. 9 
(September 2009): 84–91.

 53. Y. Li et al. Overview of Femtocell Support in Advanced WiMAX Systems. 
IEEE Communications Magazine 49, no. 7 (July 2011): 122–30.

 54. X. Li et al. The Future of Mobile Wireless Communication Networks. Proc. 
ICCSN ’09. Macau, China (February 2009): 554–7.

 55. H. Yanikomeroglu. Towards 5G Wireless Cellular Networks: Views on 
Emerging Concepts and Technologies. Proc. 20th SIU 2012. Fethiye, Muğla, 
Turkey (April 2012): 1–2.

 56. I. F. Akyildiz, D. M. Gutierrez-Estevez and E. C. Reyes. The Evolution to 
4G Cellular Systems: LTE-Advanced. Physical Communication 3, no. 4 
(December 2010): 217–44.

 57. 3rd Generation Partnership Project (3GPP). Available at http://www.3gpp.org 
(2013).

 58. B. A. Bjerke. LTE-Advanced and the Evolution of LTE Deployments. IEEE 
Wireless Communications 18, no. 5 (October 2011): 4–5.

 59. GSA. Evolution to LTE Report. Available at http://www.gsacom.com, 
accessed July 2012.

 60. S. Parkvall, A. Furuskär and E. Dahlman. Evolution of LTE toward IMT-
Advanced. IEEE Communications Magazine 49, no. 2 (February 2011): 84–91.

 61. D. Astely et al. LTE: The Evolution of Mobile Broadband. IEEE Communi
cations Magazine 47, no. 4 (April 2009): 44–51.

 62. A. Ghosh et al. LTE-Advanced: Next-Generation Wireless Broadband 
Technology. IEEE Wireless Communications 17, no. 3 (June 2010): 10–22.

 63. IEEE Std. 802.20-2008. Air Interface for Mobile Broadband Wireless 
Access Systems Supporting Vehicular Mobility—Physical and Media 
Access Control Layer Specification (August 2008).

 64. W. Bolton, Y. Xiao and M. Guizani. IEEE 802.20: Mobile Broadband Wireless 
Access. IEEE Wireless Communications 14, no. 1 (February 2007): 84–95.

 65. B. Bakmaz et al. Mobile Broadband Networking Based on IEEE 802.20 
Standard. Proc. 8th TELSIKS 2007. Nis, Serbia (September 2007): 243–6.

 66. A. Greenspan et al. IEEE 802.20: Mobile Broadband Wireless Access for 
the Twenty-First Century. IEEE Communications Magazine 46, no. 7 (July 
2008): 56–63.

 67. FCC. Notice of Proposed Rule Making in the Matter of Unlicensed Operation 
in the TV Broadcast Bands. ET Docket 04-186 (May 2004).

 68. IEEE Std. 802.22-2011. Cognitive Wireless RAN Medium Access Control 
(MAC) and Physical Layer (PHY) Specifications: Policies and Procedures 
for Operation in the TV Bands (July 2011).

 69. W. Hu et al. Dynamic Frequency Hopping Communities for Efficient IEEE 
802.22 Operation. IEEE Communications Magazine 45, no. 5 (May 2007): 
80–7.

 

http://www.3gpp.org
http://www.gsacom.com,


409References

 70. C. Stevenson et al. IEEE 802.22: The First Cognitive Radio Wireless 
Regional Area Network Standard. IEEE Communications Magazine 47, 
no. 1 (January 2009): 130–8.

 71. IEEE Std 802.1D-2004. Media Access Control (MAC) Bridges (June 2004). 
Revision of IEEE Std 802.1D-1998.

 72. B. Xie, A. Kumar and D. P. Agrawal. Enabling Multiservice on 3G and 
Beyond: Challenges and Future Directions. IEEE Wireless Communications 
15, no. 3 (June 2008): 66–72.

 73. K. S. Munasinghe and A. Jamalipour. Interworked WiMAX-3G Cellular 
Data Networks: An Architecture for Mobility Management and Performance 
Evaluation. IEEE Transactions on Wireless Communications 8, no. 4 (April 
2009): 1847–53.

 74. R. Agrawal and A. Bedekar. Network Architectures for 4G: Cost Consid-
erations. IEEE Communications Magazine 45, no. 12 (December 2007): 
76–81.

 75. R. Ferrus, O. Sallent and R. Agusti. Interworking in Heterogeneous Wireless 
Networks: Comprehensive Framework and Future Trends. IEEE Wireless 
Communications 17, no. 2 (April 2010): 22–31.

 76. B. Aboba et al. Extensible Authentication Protocol (EAP). IETF RFC 3748 
(June 2004).

 77. P. Calhoun et al. Diameter Base Protocol. IETF RFC 3588 (September 
2003).

 78. K.-S. Kong et al. Mobility Management for All-IP Mobile Networks: 
Mobile IPv6 vs. Proxy Mobile IPv6. IEEE Wireless Communications 15, 
no. 2 (April 2008): 36–45.

 79. L. Taylor, R. Titmuss and C. Lebre. The Challenges of Seamless Handover 
in Future Mobile Multimedia Networks. IEEE Personal Communications 6, 
no. 2 (April 1999): 32–7.

 80. M. Z. Siam and M. Krunz. An Overview of MIMO-Oriented Channel Access 
in Wireless Networks. IEEE Wireless Communications 15, no. 1 (February 
2008): 63–9.

 81. A. J. Paulraj and T. Kailath. Increasing Capacity in Wireless Broadcast 
System Using Distributed Transmission/Directional Reception. U.S. Patent 
no. 5345599 (September 1994).

 82. M. Krunz, A. Muqattash and S. J. Lee. Transmission Power Control in 
Wireless Ad Hoc Networks: Challenges, Solutions, and Open Issues. IEEE 
Network 18, no. 5 (September/October 2004): 8–14.

 83. K. Sundaresan et al. Medium Access Control in Ad Hoc Networks with 
MIMO Links: Optimization Considerations and Algorithms. IEEE Trans
actions on Mobile Computing 3, no. 4 (October/December 2004): 350–65.

 84. K. Sundaresan and R. Sivakumar. Routing in Ad Hoc Networks with MIMO 
Links. Proc. IEEE ICNP 2005. Boston (November 2005): 85–98.

 85. M. Hu and J. Zhang. MIMO Ad Hoc Networks: Medium Access Control, 
Saturation Throughput, and Optimal Hop Distance. Journal of Communica
tions and Networks 6, no. 4 (December 2004): 317–30.

 86. D. Hoang and R. A. Iltis. An Efficient MAC Protocol for MIMO-OFDM Ad 
Hoc Networks. Proc. 48th IEEE ACSSC. Pacific Grove, CA (October 2006): 
814–8.

 



410 References

 87. M. Z. Siam and M. Krunz. Throughput-Oriented Power Control in MIMO-
Based Ad Hoc Networks. Proc. IEEE ICC. Glasgow, Scotland (June 2007): 
3686–91.

 88. Q. Li et al. MIMO Techniques in WiMAX and LTE: A Feature Overview. 
IEEE Communications Magazine 48, no. 5 (May 2010): 86–92.

 89. L. Liu et al. Downlink MIMO in LTE-advanced: SU-MIMO vs. MU-MIMO. 
IEEE Communications Magazine 50, no. 2 (February 2012): 140–7.

 90. D. J. Love et al. An Overview of Limited Feedback in Wireless Communi-
cation Systems. IEEE Journal on Selected Areas in Communications 26, 
no. 8 (October 2008): 1341–65.

 91. Y. Zhang, H.-H. Chen and M. Guizani, eds. Cooperative Wireless Commu
nications. Wireless Networks and Mobile Communications Series. Boca 
Raton, FL: Auerbach Publications, Taylor & Francis Group (2009).

 92. W. Zhuang and M. Ismail. Cooperation in Wireless Communication 
Networks. IEEE Wireless Communications 19, no. 2 (April 2012): 10–20.

 93. L. Cai et al. User Cooperation in Wireless Networks. IEEE Wireless 
Communications 19, no. 2 (April 2012): 8–9.

 94. J. N. Laneman, D. N. C. Tse and G. W. Wornell. Cooperative Diversity 
in Wireless Networks: Efficient Protocols and Outage Behavior. IEEE 
Transactions on Information Theory 50, no. 12 (December 2004): 3062–80.

 95. T. Zhou et al. A Novel Adaptive Distributed Cooperative Relaying MAC 
Protocol for Vehicular Networks. IEEE Journal on Selected Areas in 
Communications 29, no. 1 (January 2011): 72–82.

 96. M. Ismail and W. Zhuang. A Distributed Multi-Service Resource Allocation 
Algorithm in Heterogeneous Wireless Access Medium. IEEE Journal on 
Selected Areas in Communications 30, no. 2 (February 2012): 425–32.

 97. H. Choi and D. Cho. On the Use of Ad Hoc Cooperation for Seamless 
Vertical Handoff and Its Performance Evaluation. Mobile Networks and 
Applications 15, no. 5 (October 2010): 750–66.

 98. M. Ismail and W. Zhuang. Network Cooperation for Energy Saving in Green 
Radio Communications. IEEE Wireless Communications 18, no. 5 (October 
2011): 76–81.

 99. L. Badia et al. Cooperation Techniques for Wireless Systems from a 
Networking Perspective. IEEE Wireless Communications 17, no. 2 (April 
2010): 89–96.

 100. K. Lee and L. Hanzo. Resource-Efficient Wireless Relaying Protocols. IEEE 
Wireless Communications 17, no. 2 (April 2010): 66–72.

 101. S. Chieochan and E. Hossain. Cooperative Relaying in Wi-Fi Networks with 
Network Coding. IEEE Wireless Communications 19, no. 2 (April 2012): 
57–65.

 102. M. Peng et al. Cooperative Network Coding in Relay-Based IMT-Advanced 
Systems. IEEE Communications Magazine 50, no. 4 (April 2012): 76–84.

 103. S. Zhang and S.-C. Liew. Channel Coding and Decoding in a Relay System 
Operated with Physical-Layer Network Coding. IEEE Journal on Selected 
Areas in Communications 27, no. 5 (June 2009): 788–96.

 104. A. Afanasyev et al. Host-to-Host Congestion Control for TCP. IEEE 
Communications Surveys & Tutorials 12, no. 3 (Third Quarter 2010): 
304–42.

 



411References

 105. D. Katabi, M. Handley and C. Rohrs. Congestion Control for High Bandwidth-
Delay Product Networks. ACM SIGCOMM Computer Communica tion 
Review 32, no. 4 (October 2002): 89–102.

 106. M. Lestas et al. Adaptive Congestion Protocol: A Congestion Control Proto-
col with Learning Capability. Computer Networks 51, no. 13 (September 
2007): 3773–98.

 107. C. P. Fu and S. C. Liew. TCP Veno: TCP Enhancement for Transmission 
over Wireless Access Networks. IEEE Journal on Selected Areas in 
Communications 21, no. 2 (February 2003): 216–28.

 108. E. H.-K. Wu and M.-Z. Chen. JTCP: Jitter-Based TCP for Heterogeneous 
Wireless Networks. IEEE Journal on Selected Areas in Communications 22, 
no. 4 (May 2004): 757–66.

 109. C. Casetti et al. TCP Westwood: End-to-End Congestion Control for Wired/
Wireless Networks. Wireless Networks 8, no. 5 (September 2002): 467–79.

 110. K. Xu, Y. Tian and N. Ansari. TCP-Jersey for Wireless IP Communications. 
IEEE Journal on Selected Areas in Communications 22, no. 4 (May 2004): 
747–56.

 111. T. R. Newman. Designing and Deploying a Building-Wide Cognitive Radio 
Network Testbed. IEEE Communications Magazine 48, no. 9 (September 
2010): 106–12.

 112. D. Datla et al. Wireless Distributed Computing in Cognitive Radio Networks. 
Ad Hoc Networks 10, no. 5 (July 2012): 845–57.

CHAPTER 2 COGNITIVE RADIO NETWORKS
 1. J. Mitola III and G. Q. Maguire, Jr. Cognitive Radio: Making Software 

Radios More Personal. IEEE Personal Communications 6, no. 4 (August 
1999): 13–8.

 2. P. Pawelczak et al. Cognitive Radio: Ten Years of Experimentation and 
Development. IEEE Communications Magazine 49, no. 3 (March 2011): 
90–100.

 3. F. Granelli et al. Standardization and Research in Cognitive and Dynamic 
Spectrum Access Networks: IEEE SCC41 Efforts and Other Activities. 
IEEE Communications Magazine 48, no. 1 (January 2010): 71–9.

 4. Q. Zhao and B. M. Sadler. A Survey of Dynamic Spectrum Access. IEEE 
Signal Processing Magazine 24, no. 3 (May 2007): 79–89.

 5. I. F. Akyildiz et al. A Survey on Spectrum Management in Cognitive Radio 
Networks. IEEE Communication Magazine 46, no. 4 (April 2008): 40–8.

 6. I. F. Akyildiz et al. NeXt Generation/Dynamic Spectrum Access/Cognitive 
Radio Wireless Networks: A Survey. Computer Networks 50, no. 13 
(September 2006): 2127–59.

 7. M. Mueck et al. ETSI Reconfigurable Radio Systems: Status and Future 
Directions on Software Defined Radio and Cognitive Radio Standards. 
IEEE Communications Magazine 48, no. 9 (September 2010): 78–86.

 8. E. K. Au et al. Advances in Standards and Testbeds for Cognitive Radio 
Networks: Part I [Guest Editorial]. IEEE Communications Magazine 48, 
no. 9 (September 2010): 76–7.

 



412 References

 9. IEEE DySPAN Standards Committee. Available at http://grouper.ieee.org/
groups/dyspan (2013).

 10. Standard ECMA-392. MAC and PHY for Operation in TV White Space, 2nd 
edition. ECMA International, Geneva (June 2012).

 11. ETSI TR 102 838 V1.1.1. Reconfigurable Radio Systems (RRS); Summary 
of Feasibility Studies and Potential Standardization Topics (October 2009).

 12. C. Cormio and K. R. Chowdhury. A Survey on MAC Protocols for Cognitive 
Radio Networks. Ad Hoc Networks 7, no. 7 (September 2009): 1315–29.

 13. K. R. Chowdhury and I. F. Akyildiz. Cognitive Wireless Mesh Networks 
with Dynamic Spectrum Access. IEEE Journal on Selected Areas in 
Communications 26, no. 1 (January 2008): 168–81.

 14. I. F. Akyildiz, W.-Y. Lee and K. R. Chowdhury. CRAHNs: Cognitive Radio 
Ad Hoc Networks. Ad Hoc Networks 7, no. 5 (July 2009): 810–36.

 15. Encyclopedia Britannica. Available at http://www.britannica.com (2013).
 16. P. S. Hall, P. Gardner and A. Faraone. Antenna Requirements for Software 

Defined and Cognitive Radios. Proceedings of the IEEE 100, no. 7 (July 
2012): 2262–70.

 17. W. A. Baan and P. Delogne. Spectrum Congestion. In Modern Radio Science 
1999, M. A. Stuchly, ed. Hoboken, NJ: Wiley-IEEE Press (1999): 309–27.

 18. S. Haykin. Cognitive Dynamic Systems: Radar, Control, and Radio. 
Proceedings of the IEEE 100, no. 7 (July 2012): 2095–103.

 19. J. Mitola III. Software Radios—Survey, Critical Evaluation and Future 
Directions. Proc. IEEE NTC92. George Washington University, Virginia 
Campus, Washington, DC (May 1992): 13/15–13/23.

 20. Wireless Innovation Forum. Available at http://www.wirelessinnovation.org 
(2013).

 21. W. Tuttlebee ed. Software Defined Radio: Enabling Technologies. Hoboken, 
NJ: Wiley (2002).

 22. ITU-R SM.2152. Definitions of Software Defined Radio (SDR) and 
Cognitive Radio System (CRS) (September 2009).

 23. S. Filin et al. International Standardization of Cognitive Radio Systems. 
IEEE Communications Magazine 49, no. 3 (March 2011): 82–9.

 24. ETSI TR 102 683 V1.1.1. Reconfigurable Radio Systems (RRS); Cognitive 
Pilot Channel (CPC) (September 2009).

 25. P. Ballon and S. Delaere. Flexible Spectrum and Future Business Models for the 
Mobile Industry. Telematics and Informatics 26, no. 3 (August 2009): 249–58.

 26. IEEE Std. 1900.4-2009. Architectural Building Blocks Enabling Network-
Device Distributed Decision Making for Optimized Radio Resource Usage 
in Heterogeneous Wireless Access Networks (February 2009).

 27. IEEE Std. 1900.6-2011. Spectrum Sensing Interfaces and Data Structures 
for Dynamic Spectrum Access and Other Advanced Radio Communication 
Systems (April 2011).

 28. IEEE Std. 802-11y-2008. Wireless LAN Medium Access Control (MAC) 
and Physical Layer (PHY) Specifications; Amendment 3: 3650–3700 MHz 
Operation in USA (November 2008).

 29. IEEE P802.11af. Wireless LAN Medium Access Control (MAC) and 
Physical Layer (PHY) Specifications; Amendment: TV White Spaces 
Operation (October 2013).

 

http://grouper.ieee.org
http://grouper.ieee.org
http://www.britannica.com
http://www.wirelessinnovation.org


413References

 30. IEEE P802.19.1. Telecommunications and Information Exchange between 
Systems—Local and Metropolitan Area Networks—Specific Requirements—
Part 19: TV White Space Coexistence Methods (October 2013).

 31. ETSI TR 102 682 V1.1.1. Reconfigurable Radio Systems (RRS); Functional 
Architecture (FA) for Management and Control of Reconfigurable Radio 
Systems (July 2009).

 32. D. Cabric, S. M. Mishra and R. W. Brodersen. Implementation Issues in 
Spectrum Sensing for Cognitive Radios. Conference Record of the 38th 
Asilomar Conference on Signals, Systems and Computers. Pacific Grove, 
CA (November 2004): 772–6.

 33. K. Ishizu, H. Murakami and H. Harada. Feasibility Study on Spectrum 
Sharing Type Cognitive Radio System with Outband Pilot Channel. Proc. 
6th CROWNCOM 2011. Osaka, Japan (June 2011): 286–90.

 34. H. A. B. Salameh and M. Krunz. Channel Access Protocols for Multihop 
Opportunistic Networks: Challenges and Recent Developments. IEEE Net
work 23, no. 4 (July–August 2009): 14–9.

 35. M. Fitch et al. Wireless Service Provision in TV White Space with Cognitive 
Radio Technology: A Telecom operator’s Perspective and Experience. IEEE 
Communications Magazine 49, no. 3 (March 2011): 64–73.

 36. FCC. Second Report and Order in the Matter of Unlicensed Operation in 
the TV Broadcast Bands (ET Docket no. 04-186), Additional Spectrum for 
Unlicensed Devices Below 900 MHz and in 3 GHz Band (EC Docket no. 
02-380). Available at http://www.fcc.org, accessed November 2008.

 37. Ofcom. Digital Dividend: Cognitive Access. Statement on Licence-
exempting Cognitive Devices Using Interleaved Spectrum. Available at 
http://www.ofcom.org.uk, accessed July 2009.

 38. B. Bakmaz et al. Selection of Appropriate Technologies for Universal 
Service. Proc. ICEST 2008. Nis, Serbia, (June 2008): 8–11.

 39. M. Nekovee. A Survey of Cognitive Radio Access to TV White Spaces. 
International Journal of Digital Multimedia Broadcasting, no. 2010 (2010): 
Article ID 236568.

 40. M. Nekovee, T. Irnich and J. Karlsson. Worldwide Trends in Regulation of 
Secondary Access to White Spaces Using Cognitive Radio. IEEE Wireless 
Communications 19, no. 4 (August 2012): 32–40.

 41. H. R. Karimi. Geolocation Databases for White Space Devices in the UHF 
TV Bands: Specification of Maximum Permitted Emission Levels. Proc. 
IEEE DySPAN 2011. Aachen, Germany (May 2001): 443–53.

 42. R. Yu et al. Secondary Users Cooperation in Cognitive Radio Networks: 
Balancing Sensing Accuracy and Efficiency. IEEE Wireless Communications 
19, no. 2 (April 2012): 30–7.

 43. B. Cao et al. Toward Efficient Radio Spectrum Utilization: User Cooperation 
in Cognitive Radio Networking. IEEE Network 26, no. 4 (July–August 
2012): 46–52.

 44. O. Simeone et al. Spectrum Leasing to Cooperating Secondary Ad Hoc 
Networks. IEEE Journal on Selected Areas in Communications 26, no. 1 
(January 2008): 203–13.

 45. K. B. Letaief and W. Zhang. Cooperative Communications for Cognitive 
Radio Networks. Proceedings of the IEEE 97, no. 5 (May 2009): 878–93.

 

http://www.fcc.org,
http://www.ofcom.org.uk,


414 References

 46. M. Pan, P. Li and Y. Fang. Cooperative Communication Aware Link 
Scheduling for Cognitive Vehicular Networks. IEEE Journal on Selected 
Areas in Communications 30, no. 4 (May 2012): 760–8.

 47. J. Wang, M. Ghosh and K. Challapali. Emerging Cognitive Radio Appli-
cations: A Survey. IEEE Communications Magazine 49, no. 3 (March 2011): 
74–81.

 48. A. Alsarhan and A. Agarwal. Optimizing Spectrum Trading in Cognitive 
Mesh Network Using Machine Learning. Journal of Electrical and Computer 
Engineering, no. 2012 (2012): Article ID 562615.

 49. H. Bogucka et al. Secondary Spectrum Trading in TV White Spaces. IEEE 
Communications Magazine 50, no. 11 (November 2012): 121–9.

 50. H. W. Kuhn and A. W. Tucker. Nonlinear Programming. Proc. 2nd Berkeley 
Symposium on Mathematical Statistics and Probability. University of 
California Press, Berkeley and Los Angeles (July–August 1950): 481–92.

 51. M. Cesana, E. Ekici and Y. Bar-Ness. Networking over Multi-Hop Cognitive 
Networks [Guest Editorial]. IEEE Network 23, no. 4 (July–August 2009): 
4–5.

 52. H. Khalife, N. Malouch and S. Fdida. Multihop Cognitive Radio Networks: 
To Route or Not to Route. IEEE Network 23, no. 4 (July–August 2009): 
20–5.

 53. E. Alotaibi and B. Mukherjee. A Survey on Routing Algorithms for Wireless 
Ad-hoc and Mesh Networks. Computer Networks 56, no. 2 (February 2012): 
940–65.

 54. M. Cesana, F. Cuomo and E. Ekici. Routing in Cognitive Radio Networks: 
Challenges and Solutions. Ad Hoc Networks 9, no. 3 (May 2011): 228–48.

 55. L. Hesham et al. Distributed Spectrum Sensing with Sequential Ordered 
Transmissions to a Cognitive Fusion Center. IEEE Transactions on Signal 
Processing 60, no. 5 (May 2012): 2524–38.

 56. T. Luo et al. Multicarrier Modulation and Cooperative Communication in 
multihop Cognitive Radio Networks. IEEE Wireless Communications 18, 
no. 1 (February 2011): 38–45.

 57. S. C. Jha et al. Medium Access Control in Distributed Cognitive Radio 
Networks. IEEE Wireless Communications 18, no. 4 (August 2011): 41–51.

 58. X. Wang et al. Common Control Channel Model on MAC Protocols in 
Cognitive Radio Networks. Proc. ICCSNT 2011. Harbin, China (December 
2011): 2230–4.

 59. H. Su and X. Zhang. Cross-Layer based Opportunistic MAC Protocols for 
QoS Provisionings over Cognitive Radio Wireless Networks. IEEE Journal 
on Selected Areas in Communications 26, no. 1 (January 2008): 118–29.

 60. J. So and N. Vaidya. Multi-Channel MAC for Ad Hoc Networks: Handling 
Multi-Channel Hidden Terminals Using A single Transceiver. Proc. 5th 
ACM MobiHoc. Tokyo, Japan (May 2004): 222–33.

 61. Q. Zhao et al. Decentralized Cognitive MAC for Opportunistic Spectrum 
Access in Ad Hoc Networks: A POMDP Framework. IEEE Journal on 
Selected Areas in Communications 25, no. 3 (April 2007): 589–600.

 62. Y. R. Kondareddy and P. Agrawal. Synchronized MAC Protocol For Multi-
Hop Cognitive Radio Networks. Proc. IEEE ICC ’08. Beijing, China (May 
2008): 3198–202.

 



415References

 63. J. Jia, Q. Zhang and X. Shen. HC-MAC: A Hardware-Constrained Cognitive 
MAC for Efficient Spectrum Management. IEEE Journal on Selected Areas 
in Communications 26, no. 1 (January 2008): 106–17.

 64. L. Le and E. Hossain. OSA-MAC: A MAC Protocol for Opportunistic 
Spectrum Access in Cognitive Radio Networks. Proc. IEEE WCNC ’08. Las 
Vegas, NV (April 2008): 1426–30.

 65. C. Cordeiro and K. Challapali. C-MAC: A Cognitive MAC Protocol for 
Multi-Channel Wireless Networks. Proc. IEEE DySPAN ’07. Dublin, Ireland 
(April 2007): 147–57.

 66. L. Ma, X. Han and C.-C. Shen. Dynamic Open Spectrum Sharing MAC 
Protocol for Wireless Ad Hoc Networks. Proc. IEEE DySPAN ’05. Baltimore 
(November 2005): 203–13.

 67. T. Chen et al. CogMesh: A Cluster-Based Cognitive Radio Network. Proc. 
IEEE DySPAN ’07. Dublin, Ireland (April 2007): 168–78.

 68. S. C. Jha, M. M. Rashid and V. K. Bhargava. OMC-MAC: An Opportunistic 
Multichannel MAC for Cognitive Radio Networks. Proc. IEEE VTC ’09
Fall. Anchorage, AK (September 2009): 1–5.

CHAPTER 3 MOBILITY MANAGEMENT IN 
HETEROGENEOUS WIRELESS SYSTEMS
 1. Z. Bojkovic, B. Bakmaz and M. Bakmaz. Multimedia Traffic in New 

Generation Networks: Requirements, Control and Modeling. Proc. 13th 
WSEAS CSCC. Rodos, Greece (July 2009): 124–30.

 2. A. Damnjanovic et al. A Survey on 3GPP Heterogeneous Networks. IEEE 
Wireless Communications Magazine 18, no. 3 (June 2011): 10–21.

 3. D. López-Pérez, İ. Güvenc and X. Chu. Mobility Management Challenges 
in 3GPP Heterogeneous Networks. IEEE Communications Magazine 50, 
no. 12 (December 2012): 70–8.

 4. Ł. Budzisz et al. Towards Transport-Layer Mobility: Evolution of SCTP 
Multihoming. Computer Communications 31, no. 5 (March 2008): 
980–98.

 5. M. R. HeidariNezhad et al. Mobility Support across Hybrid IP-Based 
Wireless Environment: Review of Concepts, Solutions, and Related 
Issues. Annales des Télécommunications 64, no. 9–10 (October 2009): 
677–91.

 6. I. F. Akyildiz, J. Xie and S. Mohanty. A Survey of Mobility Management 
in Next-Generation All-IP-Based Wireless Systems. IEEE Wireless 
Communications 11, no. 4 (August 2004): 16–28.

 7. A. Dhraief, I. Mabrouki and A. Belghith. A Service-Oriented Framework for 
Mobility and Multihoming Support. Proc. 16th IEEE MELECON. Yasmine 
Hammamet, Tunisia (March 2012): 489–93.

 8. N. Banerjee, W. Wu and S. K. Das. Mobility Support in Wireless Internet. 
IEEE Wireless Communications 10, no. 5 (October 2003): 54–61.

 9. F. M. Chiussi, D. A. Khotimsky and S. Krishnan. Mobility Management 
in Third-Generation All-IP Networks. IEEE Communications Magazine 40, 
no. 9 (September 2002): 124–35.

 



416 References

 10. S. Mohanty and I. F. Akyildiz. Performance Analysis of Handoff Techniques 
Based on Mobile IP, TCP-Migrate, and SIP. IEEE Transactions on Mobile 
Computing 6, no. 7 (July 2007): 731–47.

 11. C. Perkins. IP Mobility Support for IPv4. IETF RFC 3344 (August 2002).
 12. D. Johnson, C. Perkins and J. Arkko. Mobility Support in IPv6. IETF RFC 

3775 (June 2004).
 13. I. Al-Surmi, M. Othman and B. M. Ali. Mobility Management for IP-Based 

Next Generation Mobile Networks: Review, Challenge and Perspective. Journal 
of Network and Computer Applications 35, no. 1 (January 2012): 295–315.

 14. C. Makaya and S. Pierre. An Analytical Framework for Performance 
Evaluation of IPv6-Based Mobility Management Protocols. IEEE Trans
actions on Wireless Communications 7, no. 3 (March 2008): 972–83.

 15. R. Koodli. Fast Handovers for Mobile IPv6. IETF RFC 4068 (July 2005).
 16. H. Soliman et al. Hierarchical Mobile IPv6 (HMIPv6) Mobility Management. 

IETF RFC 4140 (August 2005).
 17. S. Gundavelli et al. Proxy Mobile IPv6. IETF RFC 5213 (August 2008).
 18. I. Ali et al. Network-Based Mobility Management in the Evolved 3GPP 

Core Network. IEEE Communications Magazine 47, no. 2 (February 2009): 
58–66.

 19. H. Yokota et al. Fast Handovers for PMIPv6. IETF RFC 5949 (September 
2010).

 20. J.-M. Chung et al. Enhancements to FPMIPv6 for Improved Seamless 
Vertical Handover between LTE and Heterogeneous Access Networks. 
IEEE Wireless Communications 20, no. 3 (June 2013): 112–9.

 21. V. Devarapalli et al. Network Mobility (NEMO) Basic Support Protocol. 
IETF RFC 3963 (January 2005).

 22. S. Céspedes, X. Shen and C. Lazo. IP Mobility Management for Vehicular 
Communication Networks: Challenges and Solutions. IEEE Communications 
Magazine 49, no. 5 (May 2011): 187–94.

 23. A. Z. M. Shahriar, M. Atiquzzaman and W. Ivancic. Route Optimization 
in Network Mobility: Solutions, Classification, Comparison, and Future 
Research Directions. IEEE Communications Surveys & Tutorials 12, no. 1 
(First Quarter 2010): 24–38.

 24. I. Soto et al. NEMO-Enabled Localized Mobility Support for Internet Access 
in Automotive Scenarios. IEEE Communications Magazine 47, no. 5 (May 
2009): 152–9.

 25. A. de la Oliva et al. The Costs and Benefits of Combining Different IP 
Mobility Standards. Computer Standards & Interfaces 35, no. 2 (February 
2013): 205–17.

 26. Z. Yan et al. Design and Implementation of a Hybrid MIPv6/PMIPv6-Based 
Mobility Management Architecture. Mathematical and Computer Modelling 
53, no. 3–4 (February 2011): 421–42.

 27. W. M. Eddy. At What Layer Does Mobility Belong? IEEE Communications 
Magazine 42, no. 10 (October 2004): 155–9.

 28. R. Stewart et al. Stream Control Transmission Protocol. IETF RFC 2960 
(October 2000).

 29. R. Stewart et al. Stream Control Transmission Protocol (SCTP) Dynamic 
Address Reconfiguration. IETF RFC 5061 (September 2007).

 



417References

 30. M. Handley et al. SIP: Session Initiation Protocol. IETF RFC 2543 (March 
1999).

 31. J. Zhang, H. C. B. Chan and V. C. M. Leung. A SIP-Based Seamless-Handoff 
(S-SIP) Scheme for Heterogeneous Mobile Networks. Proc. IEEE WCNC 
2007. Hong Kong (March 2007): 3946–50.

 32. S. Salsano et al. SIP-Based Mobility Management in Next Generation 
Networks. IEEE Wireless Communications 15, no. 2 (April 2008): 92–9.

 33. O. A. El-Mohsen, H. A. M. Saleh and S. Elramly. SIP-Based Handoff 
Scheme in Next Generation Wireless Networks. Proc. 6th NGMAST 2012. 
Paris, France (September 2012): 131–6.

 34. A. Dutta et al. Fast-Handoff Schemes for Application Layer Mobility 
Management. Proc. 15th IEEE PIMRC. Barcelona, Spain (September 2004): 
1527–32.

 35. N. Banerjee, A. Acharya and S. K. Das. Seamless SIP-Based Mobility for 
Multimedia Applications. IEEE Network 20, no. 2 (March/April 2006): 
6–13.

 36. Y. C. Yee et al. SIP-Based Proactive and Adaptive Mobility Management 
Framework for Heterogeneous Networks. Journal of Network and Computer 
Applications 31, no. 4 (November 2008): 771–92.

 37. B. S. Ghahfarokhi and N. Movahhedinia. A Survey on Applications of 
IEEE 802.21 Media Independent Handover Framework in Next Generation 
Wireless Networks. Computer Communications 36, no. 10–11 (June 2013): 
1101–19.

 38. A. Achour et al. A SIP-SHIM6-Based Solution Providing Interdomain 
Service Continuity in IMS-Based Networks. IEEE Communications 
Magazine 50, no. 7 (July 2012): 109–19.

 39. E. Nordmark and M. Bagnulo. Shim6: Level 3 Multihoming Shim Protocol 
for IPv6. IETF RFC 5533 (June 2009).
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